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Abstract

Solitons are a special type of nonlinear waves that maintain their shape along the propagation. They are a fundamental phenomenon in nonlinear dynamics and have attracted the attention of researchers from the physical and mathematical sciences over the last four decades. Solitons were found in water waves, solid-state physics, plasma physics, particle physics, biological systems, Bose-Einstein-condensation and nonlinear optics. Soliton research interests span from theoretical aspects such as soliton existence, computation of soliton profiles and soliton stability theory, through aspects such as soliton dynamics and soliton interactions, to applicative aspects.

Soliton research was particularly prolific in the field of nonlinear optics. Indeed, the number of nonlinear materials that are fully characterized by soliton-equations and the types of solitons discovered in them seems to be on a steady growth. Moreover, the ability to sample the waves directly as they propagate results in a field in which theory and experiments make rapid progress hand-in-hand.

A major part of the research on optical solitons was dedicated to the investigation of soliton formation in nonlinear inhomogeneous media, i.e., in media where the refractive properties vary in space. Indeed, since the 1980’s, advancements in microfabrication technology make it possible to modulate the refractive properties of various materials. Such materials have a variety of industrial applications and are also very interesting from the theoretical point of view due to their analogy they provide to other fields of physics.

Although originally the research interests behind the investigation of light propagation in inhomogeneous media involved linear waves, the investigation of nonlinear effects, and solitons in particular, became equally important. Due to the variety of soliton-supporting media and the variety of available inhomogeneities, the number of different physical configurations in which solitons were studied became exceptionally large. So far, soliton stability and dynamics in each of these configurations was studied separately so that this class of studies has accumulated into a huge body of research. However, surprisingly, despite the multitude of papers on the problem, there is no simple and complete theory with which the soliton stability and instability dynamics can be predicted qualitatively and equally important, also quantitatively.

My PhD research provided exactly such theory for the fundamental, positive, bright solitons. This theory consists of a qualitative characterization of the type of instability, and a quantitative estimation of the instability rate and the strength of stability. It reveals the strong similarity between many different configurations which, a priory, look very different from each other and were thus studied separately until now. Our theory evolved through our first papers of solitons in media with nonlinear inhomogeneities, which were at the time, a novel type of materials. Our theory was extended in our later papers to the much better explored solitons in media with linear inhomogeneities and was finally presented in a mature and coherent way in a summary paper which was just submitted for publication. My Thesis is based on these papers.

Although the majority of the examples given in our papers were given for the standard cubic nonlinearity and for periodic or almost periodic inhomogeneities, the generality of our arguments and the multitude of the supporting numerical evidences implies that our qualitative and quantitative approaches apply to positive solitons in any dimension, any
type of nonlinearity and any inhomogeneity. As a final note, it should be said that we believe that a formulation of a qualitative and quantitative theory for “high-order” solitons may be possible, but requires further study. I personally hope that my Thesis will inspire such a study.
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1 Introduction and outline

A general property of Electro-Magnetic wave-packets is that they tend to spread out as they propagate. A fundamental cause for this is that distinct frequency components, which are superposed to create the wave-packet, propagate with different velocities and/or in different directions. In particular, in a temporal wave-packet, a pulse, each Fourier component of the pulse has a different velocity due to the group-velocity dispersion (GVD); consequently, the Fourier components which initially overlap perfectly, get further away from each other and the pulse spreads in time. In a spatial wave-packet, a beam, a similar spreading of a laser beam occurs due to the different angles associated with each spatial frequency component; it is referred to as diffraction.

This description pertains to linear propagation of beams or pulses. Nonlinear effects generally accelerate the disintegration of a wave-packet. However, under special conditions, the nonlinearity may compensate the linear effects of dispersion/diffraction. The resulting balanced localized pulse or beam propagates without any change of its profile, and is generally known as a soliton.

Frequently, additional properties are attributed to a soliton, e.g., being stable, belonging to an integrable nonlinear-wave model, and most importantly, having particle-like interactions such as elastic collisions etc.. Solitons which lack some of these properties are usually called solitary waves in the mathematical literature. However, the more recent nomenclature is less strict, and it is now customary to refer to all self-trapped waves as solitons, see e.g., [125].

The study of solitons is important from various aspects. First, solitons are, a fundamental nonlinear wave phenomenon which has been demonstrated to exist in many physical systems: surface waves in shallow water [102], plasma waves [83], high-energy physics, sound waves in $^3$He [98], localized vibrational modes in biological systems [136], matter waves in Bose-Einstein Condensates [2, 74] and nonlinear waves in optics. Despite the diversity of the mechanisms under which they can be created, many of the soliton properties are universal. Second, the soliton serves as a nonlinear attractor, i.e., any initial beam with arbitrary shape reshapes itself into a soliton (or several solitons) and radiates off excess power. This property was proved rigorously for exactly integrable models such as the one-dimensional Nonlinear Schrödinger equation, see below. However, it is believed that this property is a general characteristic of most, if not all, nonlinear systems [107]. Therefore, understanding soliton dynamics is crucial for understanding the dynamics of many non-solitonic waves. Third, the availability of numerous material systems that are fully characterized by soliton equations, and the ability to sample the waves directly as they propagate result in a field in which theory and experiments make rapid progress hand-in-hand. Finally, solitons have several obvious applications in Communications systems. For example, a commercial fibreoptic telecommunications link using solitons (actually, “dispersion-managed” solitons, for which the local dispersion coefficient varies periodically between positive and negative values, see below), about 3000 km long, was launched in Australia in 2003.

In my Thesis, I discuss solitons in the context of nonlinear optics. Accordingly, I adopt the optics terminology for the soliton dynamics. However, the results described below are relevant to solitons in other branches of physics.

The outline of the Thesis is as follows. In Section 2, the model of the Nonlinear
Schrödinger Equation (NLSE) is introduced and the various types of soliton-supporting media are reviewed. It should be noted that Section 2.2.2 includes an elaborate discussion of the nonlinearity due to the process of Stimulated-Raman-Scattering (SRS). Although this subject is not directly related to the main results of the Thesis, this discussion is included here since it describes results that were obtained as a side project, but were not published in the papers on which my Thesis is based.

Section 3 includes a description of the types of optical solitons, their theoretical prediction and experimental realization. In Section 4, a brief review on the research on soliton propagation in inhomogeneous media is given.

Section 5 presents the major aspects in soliton theoretical research that were addresses in my research. In particular, Section 5.1 discusses the analytical and numerical methods for the computation of soliton profiles with emphasize on the contribution of our research. Our contribution to the development of numerical methods for soliton computation is given in much more detail in Appendix B since it was a crucial part in all our papers but was not published in a coherent and complete way in any of them. Our contribution to the development of analytical methods for soliton computation can be found in [44]. Section 5.2 gives a historical overview of the evolution of soliton stability theory. This overview is concluded with Theorem 5.1 which is the starting point of our research.

Section 6 gives a brief review of the current status of knowledge on soliton stability with emphasize on inhomogeneous media. It poses the research problem addressed in my Thesis - to provide a qualitative and quantitative theory for the stability and instability dynamics of positive bright solitons. Section 6.2 describes our qualitative and quantitative approaches in detail. Section 7 contains a detailed description of the motivation and results behind each of our papers; the description of each paper is followed by paper itself. My Thesis results are summarized in Section 8.
2 Light propagation in nonlinear materials

2.1 Nonlinear Schrödinger model

The propagation of paraxial, linearly polarized, time-harmonic beams is modeled by the Nonlinear Schrödinger Equation (NLSE) which in the MKS/SI unit system is given by [22]

\[ 2ik_0A_z(z, \bar{x}) + \nabla^2 A + \frac{k_0^2}{n_0^2} \Delta n \left( |A|^2 \right) A = 0. \] (2.1)

Here, the field \( A(z, \bar{x}) \) corresponds to the complex amplitude of the electric field \( E(z, \bar{x}, t) = A(z, \bar{x})e^{-i\omega_0 t} + c.c. \), (2.2)

where \( \omega_0 \) is the wave frequency, \( k_0 = k(\omega_0) = \omega_0 n_0(\omega_0)/c \) denotes the wavenumber in the medium, \( c \) is the speed of light in vacuum and \( n_0 \) is the linear refractive index of the medium. The coordinate \( z \) is the direction of propagation, \( \bar{x} = (x_1, \ldots, x_D) \) is the transverse \( D \)-dimensional space and \( \nabla^2 = \partial_{x_1x_1} + \cdots + \partial_{x_Dx_D} \) is the \( D \)-dimensional Laplacian operator. For example, in a planar (slab) geometry, light is confined in the vertical direction and no dynamics occurs in this direction. Hence, in this case, \( D = 1 \). In bulk medium, transverse dynamics is possible in both dimensions so that \( D = 2 \). The refractive index change \( \Delta n \) is a function of the intensity \( |A|^2 \). In my Thesis only focusing (positive) nonlinearities were considered. Several functional dependencies of \( \Delta n \left( |A|^2 \right) \) are described in Section 2.2. In this formulation, the vectorial nature of the EM waves is neglected because we assume the beam to be primarily linearly polarized. For a proper description of the vector wave equations, see [42].

When the laser emits a pulse of finite time duration rather than a monochromatic, continuous-wave (CW) beam, the electromagnetic field is no longer time-harmonic, and the propagation involves temporal dynamics. In practice, for laser pulses of nanosecond duration or longer, the temporal dynamics can be neglected, hence their propagation can still be described by the stationary model for CW beams (2.1). However, in the case of ultrashort pulses (a few picoseconds or shorter), temporal dynamics become important. The leading order linear effect is the group velocity dispersion (GVD) which describes the variation of the phase velocity with the frequency. By the Kramers-Krönig relations, GVD is accompanied by absorption in some part of the spectrum. If the linear absorption occurs at frequencies very different from the optical frequency \( \omega_0 \), the pulse propagation is governed by

\[ 2ik_0A_z(z, \bar{x}, \tau) + \nabla^2 A - \beta_2 A_{\tau\tau} + \frac{k_0^2}{n_0^2} \Delta n \left( |A|^2 \right) A = 0, \] (2.3)

where \( \beta_2 = \left. \frac{\partial^2 k(\omega)}{\partial \omega^2} \right|_{\omega_0} \) is the GVD coefficient and \( \tau = t - z/v_g \) is the time coordinate\(^1\) in a frame of reference moving at the group velocity \( v_g = \left( \frac{\partial k}{\partial \omega} \right)_{\omega_0}^{-1} \). In the case of anomalous dispersion \( \beta_2 < 0 \), the time coordinate has the same mathematical form as the spatial transverse coordinate. Accordingly, \( \tau \) can be viewed as an additional transverse coordinate.

\(^1\)It is sometimes referred to as the retarded-time coordinate.
so that Eq. (2.3) can be rewritten as Eq. (2.1) where now $\vec{x}$ and $\nabla^2$ are the transverse coordinate and Laplacian operator in $d$ spatial and/or temporal transverse dimensions. In the case of normal dispersion, no solitons can be formed in a self-focusing medium. They can form in a self-defocusing medium, however, this case is out of the scope of my Thesis.

As can be seen from Eq. (2.1), the paraxial approximation creates a distinction between the direction of propagation $z$ and the transverse coordinates. Hence, it is useful to adopt the nomenclature $D + 1$ NLSE which means that the beam can diffract and/or disperse in $D$ (spatial and or temporal) transverse dimensions as it propagates in the $z$ direction.

### 2.2 Types of nonlinearities

In this Section, the most common nonlinearities are described according to their spatial and temporal dependencies.

#### 2.2.1 Instantaneous, local nonlinearities

The most common nonlinearity in optical materials is the cubic nonlinearity, usually named after the Scottish physicist John Kerr (1824-1907). Many physical mechanisms can give rise to a cubic nonlinearity, e.g., non-resonant electrons excitation [22, Chapter 4.3], reorientational [22, Chapter 4.4] or electrostriction nonlinearities [22, Chapter 9.2]. Kerr nonlinearity is found in all materials in nature, and it is the leading order nonlinear effect in fluids and in solids with inversion symmetry. It is characterized by

$$\Delta n_{\text{cubic}} = 4n_0n_2(x, y, z)|A|^2(x, y, z, t), \quad (2.4)$$

where $n_2$ is the nonlinear refractive index or Kerr coefficient. If the nonlinearity is derived from a microscopic model of a single atom (such as a quantum mechanical computation of the susceptibility of a single atom [22, Chapter 4.3]), then $n_2$ is related to the third-order susceptibility $\chi^{(3)}$ through [22]

$$n_2 = \frac{3}{4n_0}\chi^{(3)}.$$  

The Kerr coefficient can vary in space (see Sections 4 or 7.1) but for media with instantaneous response, it does not depend on time.

One of the important and less obvious mechanisms which can lead to an effective cubic nonlinearity is the quadratic nonlinearity. Such nonlinearities give rise to the process of Second Harmonic Generation (SHG), which is modeled by a set of two coupled differential equations for the dynamics of the fundamental frequency (FF) and second-harmonic (SH) fields [22, 85]. The efficiency of the interaction depends on the phase mismatch parameter $\Delta k \equiv 2k_1 - k_2$ where $k_j = \omega_jn_0j(\omega_j)/c$, $\omega_j$ and $n_0j$ are the wavevectors, central frequencies and refractive indices of the FF and SH fields, respectively. The interaction is efficient close to the point of phase matching ($\Delta k = 0$). In this case, genuine “quadratic” parametric interaction occurs. Far from phase matching ($\Delta k \approx \pi$), the parametric interaction leads to a rapid exchange of energy between the two frequency components. In this so-called cascading limit, the coupled equations for the amplitudes of the FF and SH fields can be approximated as an effective cubic NLSE for each frequency component, i.e., Eq. (2.1) with
a Kerr nonlinearity (2.4), where the cubic coefficient is inversely proportional to the phase mismatch $\Delta k$. Since processes involving quadratic nonlinearities require significantly lower light intensities compared with processes involving cubic nonlinearities, quadratic materials are sometimes a preferable substitute for experimental realization of processes typical to cubic nonlinearities [135].

The Kerr nonlinearity is sometimes accompanied by additional high-order nonlinearities. These can be divided into two types. The first type is of high-order defocusing nonlinearities, e.g.,

$$\Delta n_{\text{cubic-quintic}} \sim n_2(x, y, z)|A|^2(x, y, z, t) - n_4(x, y, z)|A|^4(x, y, z, t) + \cdots,$$

where $n_4 > 0$ is the coefficient of the quintic nonlinearity. Such cubic-quintic nonlinearity can be found in chalcogenide glasses [120, 20] or in organic materials [138, 129] and results in a saturation of the nonlinear index change, i.e., the maximal index change is bounded from above. Purely quintic nonlinearity

$$\Delta n_{\text{quintic}} \sim -n_4(x, y, z)|A|^4(x, y, z, t) \quad (2.5)$$

arises in the context of a Tonks-Girardeau gas, which is a system of one-dimensional bosons with “impenetrable core” repulsive interactions [73, 25]. It can also appear in quadratic materials if the competing internal and cascaded third order nonlinearities are perfectly balanced [90]. Purely quintic nonlinearity is also commonly used as a pedagogical model for the study of the critical and supercritical NLSE in a one-dimensional setting, see e.g., [44, 9, 78].

The second type is of nonlinear (high-order) absorption. Indeed, at frequencies far from any resonances the Kerr coefficient is very weak; it becomes stronger only near a Four-Wave resonance, i.e., if some Four-Wave mixing combination coincides with an electronic level. In this case, the Kerr coefficient is also accompanied by two-photon absorption, i.e., $\Delta n$ becomes complex$^2$.

In some cases, the number of photons absorbed in the nonlinear process is higher. This number is determined by the ratio between $E_{\text{gap}}$, the energy difference between the valence and conduction bands (or more generally, the energy difference between the ground-state and the excited electronic level) and $\hbar \omega$, the photon energy. For semiconductors, for which the energy gap is not large, two-photon absorption is the leading order nonlinear absorption process, see [22, Chapter 4.6], and it can have a non-negligible effect on the nonlinearity, see e.g., [89]. On the other hand, in dielectric materials, for which the energy gap is relatively large, a large number of photons is needed for multi-photon absorption, e.g., six-photon-absorption in fused silica [13] or eight-photon-absorption for atmospheric gases [119]. However, such multi-photon absorption processes are significantly weaker.

### 2.2.2 Non-instantaneous nonlinearities

All nonlinearities so far were described by an instantaneous (temporal) nonlinear response to the electric field$^3$. However, many materials have a non-instantaneous nonlinear response.

$^2$By the Kramers-Krönig relations, in this case, short pulses can experience also nonlinear dispersion, see Section 2.2.2.

$^3$All nonlinearities are actually non-instantaneous, because even in the fastest nonlinear medium, the shortest response time is the life-time (or the dephasing time) of the electronic levels. Hence, by instantaneous
In such media, ultrashort pulses experience a somewhat different nonlinearity compared to that experienced by CW beams due to the associated nonlinear dispersion and nonlinear absorption.

For cubic (2.4) and isotropic materials, the change in the index of refraction due to the third-order polarization can be derived from a microscopic quantum-mechanical model of a single-atom, see e.g. [57, 22]. It is described by

\[ \Delta n_{\text{non-inst}}(t) \sim \int_0^\infty \int_0^\infty \int_0^\infty d\tau_1 d\tau_2 d\tau_3 R^{(3)}(\tau_1, \tau_2, \tau_3) E(t - \tau_1) E(t - \tau_2) E(t - \tau_3) \quad (2.6) \]

where the third-order susceptibility \( \chi^{(3)} \) is the Fourier transform of the third-order response function \( R^{(3)} \). Note that in order to maintain causality, i.e., to ensure that fields of future times (i.e., for \( \tau < 0 \)) do not affect the polarization at time \( t \), the response for earlier times must vanish, i.e., \( R^{(3)}(\tau_j < 0) = 0 \). Hence, the lower limits of the integrals in Eq. (2.6) are set to 0.

From the Kramers-Krönig relations, it follows that for a delayed response \( (R^{(3)} \neq \delta(\tau_1)\delta(\tau_2)\delta(\tau_3)) \), the susceptibility \( \chi^{(3)} \) must be complex and must depend on the frequencies \( \omega_j \). In other words, the nonlinear delayed response corresponds to a nonlinear dispersion and a conjugate nonlinear absorption. The easiest way to see that is in the CW limit where it follows from Eq. (2.6) that the contribution of the fundamental frequency to the change in the index of refraction scales as

\[ \Delta n \sim \chi^{(3)}(\omega_0, \omega_0, -\omega_0)E^3, \]

i.e., for a complex \( \chi^{(3)} \), \( \Delta n \) includes absorption\(^5\), see also Section 2.2.1. Indeed, it can be shown that in this case, the number of photons \( \dot{N} = \int |A|^2 d\vec{x} dt \) and the total energy \( \dot{E} = \int E^2 d\vec{x} dt \) are not conserved. This absorption is significant only near a Four-Wave resonance. This occurs, e.g., for UV radiation in dielectrics or optical radiation in semiconductors. Otherwise, the absorption and the delayed part of the electronic response are negligible so that the index change is essentially instantaneous and real.

Despite being most general, the nonlinearity described by Eq. (2.6) is cumbersome and thus, seldom used. Fortunately, usually Eq. (2.6) can be simplified using the Born-Oppenheimer (BO) approximation [57]. In this approximation, the computation of the quantum average of any observable, in particular, the third-order polarization, is made under the assumption that the nuclei-lattice/molecules are frozen. Then, taking the degrees of freedom of the nuclei-lattice/molecule into account gives rise to electronic states dressed with vibrational levels known as phonons (in solid-state) or with molecular rotational levels response we mean that the life-time of the electronic level is significantly shorter compared with the other time scales of the problem, i.e., the pulse duration and the lifetime of the vibrational (phonon) levels.

\(^4\)This requirement on the response function corresponds to the requirement that the corresponding susceptibility would not have poles in the upper-half of the complex plane. This requirement is satisfied by standard expressions for the corresponding susceptibility such as Two-Level-System based susceptibilities with a phenomenological dissipation mechanism in the form of a finite line-width transition, see e.g., [22].

\(^5\)The absorption originates from the finite spectral width of the pulse and also from the finite spectral width of the electronic level.
These levels have slightly higher energy than the corresponding purely electronic state but they are always well separated from the other electronic levels.

Typically, optical frequencies lie well below resonance with the excited electronic levels but still well above the vibrational/rotational levels. As noted above, in such cases, the absorption due to electronic transitions is negligible so that the response of the electrons to the electric field is essentially instantaneous. Nevertheless, a third-order process can be resonant with one of the dressed levels. In such a process, a photon is scattered off the nuclei-lattice/molecule, excites a vibrational/rotational mode and becomes red-shifted. The process is usually referred to as a Stimulated-Raman-Scattering (SRS) process and is the leading order effect of the nonlinear dispersion.

In Appendix A it is shown that under the BO approximation, the change in the nonlinear index of refraction due to SRS can be approximated by

\[
\Delta n_{\text{SRS}} \sim 3(1 - f_R)|A|^2 + 2f_R \int_0^\infty h_R(\tau)|A(t - \tau)|^2 d\tau,
\]

where \( h_R \) is the response function computed from the ground-state electronic level and the vibrational/rotational levels only. It should be emphasized that as described in detail in Appendix A, previous derivations of the change in the nonlinear index of refraction due to SRS either had algebraic mistakes or gave an incomplete justification of the derivation. Hence, Appendix A provides the only fully-justified derivation of Eq. (2.7). It can be shown that in this case there is no change in the photon number \( N \), in agreement with the physical interpretation of the SRS process. However, the total electromagnetic energy \( E \) decreases due to the energy transfer to the vibrational/rotational degrees of freedom.

We note that SRS occurs only if the corresponding selection rules allow it. For example, SRS occurs in silica and in molecular gases but not in AlGaAs or water. Naturally, it is also absent in noble gases.

For sufficiently long pulses, for which the pulse duration exceeds the lifetime or inverse frequency of the vibrational/rotational level, the integral law (2.7) can be reduced to a differential form, see e.g., [5]. However, it should be noted that in many cases, SRS can cause the pulse to develop modulations which are much shorter than its initial duration (e.g., due to soliton fission or due to radiation related to high-order dispersion [8]). In these cases, the differential model might not be valid anymore, see e.g. [23].

An additional contribution to the nonlinear index change which is unique to intense ultrashort pulses is the effect of Self-Steepening. Under this effect, the nonlinear index change can be approximated as

\[
\Delta n_{\text{SS}} \sim \left(1 + \delta \frac{\partial}{\partial t}\right)^2 \Delta n_{\text{SRS}} \approx \left(1 + 2\delta \frac{\partial}{\partial t}\right) \Delta n_{\text{SRS}}.
\]

This term originates from the second derivative in time of the third-order polarization in

\footnote{Specifically, the detuning \((\Delta \equiv \omega_{\text{elec}} - \omega_0)\) of the laser (central) frequency \(\omega_0\) from the characteristic frequency for electronic transitions, \(\omega_{\text{elec}}\) is usually much larger than the pulse spectral width \(\Delta \omega\), i.e., \(\Delta \gg \Delta \omega\) or \(T \gg 2\pi/\Delta\) where \(T \sim 2\pi/\Delta \omega\) is the pulse duration. It can be shown that for most dielectric materials, this approximation is valid even for pulses as short as a few fs.}
the wave equation, see e.g., [22, Chapter 13]. This effect results in a shock formation in the trailing edge of the pulse and an asymmetry in the Self-Phase-Modulation spectral broadening [5]. Still, Self-Steepening does not prevent the formation of symmetric solitons with a tilted, asymmetric phase front [36].

Finally, it should be noted that the nonlinear response of materials such as photorefractive has no instantaneous component at all, and the typical response time can be as long as several milliseconds. In this case, the nonlinear response of the medium can be slower than the random phase fluctuations of the incident optical fields. Then, the medium responds only to the time-averaged intensity of the pulse (where the average is to be taken over times much longer than the response time of the nonlinearity), and the optical fields should be treated as incoherent light, see e.g., [71, Chapter 13].

2.2.3 Non-local nonlinearities

An additional class of nonlinearities which has attracted a lot of interest in recent years is a nonlinearity which is non-local in space [121]. Such nonlinearities appear, e.g., in photorefractive materials [109], liquid crystals [70] and materials that exhibit laser-induced thermal nonlinearities [53]. The nonlinearity in such materials is usually derived from a macroscopic phenomenological model of many molecules or an atom-lattice model, see e.g., [22]. In a similar manner to short pulses in non-instantaneous media, narrow beams experience a somewhat different nonlinearity compared to that experienced by wide beams (plane waves).

In such materials, rather than depending on the local intensity, the change of the refractive index depends on the beam power [121]

$$\Delta n_{\text{non-local}} = \Delta n_{\text{local}} - \alpha |\vec{x}|^2 P, \quad P \sim \int_{-\infty}^{\infty} E^2(x)dx \equiv 2 \int_{-\infty}^{\infty} |A(x)|^2dx,$$

where $\Delta n_{\text{local}}$ and $\alpha$ are constants, or more generally, on [137, 51, 14]$$\Delta n_{\text{non-local}} \sim \int_{-\infty}^{\infty} R(\xi)|A(\vec{x} - \vec{\xi})|^2d\vec{\xi},$$

where the paraxial approximation (i.e., $E^2 \cong 2|A|^2$) was used. In Eq. (2.10), the function $R$ represents the spatial response of the medium and is usually modeled by a localized function (e.g., a Gaussian) whose integral is normalized to 1. The strength of the non-locality is

\[\text{In several works, the origin of the Self-Steepening is attributed to the intensity-dependence of the group velocity. Indeed, one can see from Eq. (2.8) that in the purely instantaneous limit ($f_R \rightarrow 0$), the Self-Steepening term is proportional to $|A|^2A_t$. However, the Self-Steepening term includes an additional contribution which is proportional to $A^2A_t^*$. Therefore, the above claim is only partially correct.}\]

\[\text{The nonlinearity in such materials is derived from a phenomenological model of the electron dynamics. Accordingly, the Kramers-Kröning relations do not necessarily apply to these materials.}\]

\[\text{In such materials, like in materials with non-instantaneous nonlinear response, the Kramers-Kröning relations do not necessarily apply.}\]

\[\text{The beam power should not be confused with the photon number $N = \int |A|^2d\vec{x}dt$ which involves integration over $|A|^2$ rather than on $E^2$ and additional integration over time.}\]

\[\text{In fact, the correct response integral should look like the non-instantaneous response (2.6), i.e., with each field appearing with its own variable (as in [109]) and also include the second harmonic term $A^2e^{2ik佐z}$.}\]
determined by the spatial extent of the function \( R \) (e.g., the Gaussian width) and is usually called the Debye length.

When the beam width exceeds the Debye length, the effect of the non-locality is weak and the electric field in Eq. (2.10) can be expanded in a Taylor series for small values of \( \xi \), see e.g., [109]. The resulting nonlinearity has a local and usually a saturable nature. For example, for photorefractive materials [110], the nonlinear index change is given by

\[
\Delta n_{\text{photorefractive}} \sim E_{\text{bias}} \frac{1}{1 + |A|^2},
\]

and for photovoltaic materials [132], the nonlinear index change is given by

\[
\Delta n_{\text{photovoltaic}} \sim E_{\text{bias}} \frac{|A|^2}{1 + |A|^2}.
\]

The externally applied (bias) DC field \( E_{\text{bias}} \) can be polarized in the same or in a different plane as the optical field. It determines the sign and magnitude of the nonlinear index change and serves as an easily tunable parameter. For a detailed discussion of the complex physics in these types of materials, see e.g., [22, Chapters 11.5,11.6] and [33].
3 Bright solitons in homogeneous media

In order to discuss solitons in a general setting, we derive the dimensionless NLSE by introducing the standard non-dimensional variables

\[
\tilde{z} = \frac{z}{2k_0r_0^2}, \quad \tilde{x} = \frac{x}{r_0}, \quad \tilde{A} = \frac{n_0}{k_0r_0}A,
\]  
(3.1)

where \(r_0\) is the beam width. Substituting the rescaling (3.1) in Eq. (2.1) gives

\[
iA_z(z, \tilde{x}) + \nabla^2 A + \Delta n(|A|^2)A = 0,
\]  
(3.2)

where for simplicity of notation, the tildes were dropped. In order to find the equation for solitons, we seek nonlinear bound-states of Eq. (3.2) of the form

\[A(z, \tilde{x}) = e^{i\nu z}u(\tilde{x}; \nu),\]

where \(u\) is a real function. Therefore, the equation for the soliton profile is

\[\nabla^2 u(\tilde{x}; \nu) + \Delta n(|u|^2)u - \nu u = 0.\]  
(3.3)

The parameter \(\nu\) is sometimes called the propagation constant or the soliton eigenvalue (a term which originates from the context of the linear Schrödinger equation). It describes the phase accumulated due to the nonlinear effect, or equivalently, the change of the linear propagation constant \((k_0 = \tilde{k} \cdot \hat{z})\) due to the nonlinear effect.

Since the soliton amplitude is a radially-symmetric localized function\(^{12}\), the boundary conditions which accompany the soliton equation (3.3) are

\[u'(|\tilde{x}| = 0) = 0, \quad u(\infty) = 0.\]

3.1 Types of solitons

The simplest solution of Eq. (3.3) is the single-hump soliton. Generically, the single-hump soliton is the eigenfunction corresponding to the smallest eigenvalue of the nonlinear Schrödinger operator

\[L_- = -\nabla^2 - \Delta n(|u|^2) + \nu.\]

Accordingly, it is sometimes referred to as the ground-state or zero-order soliton. The single-hump soliton is also typically the solution of Eq. (3.3) with the least power where in this context (i.e., under the paraxial approximation, see Section 2.2.3), the soliton power (2.9) reduces to

\[P(\nu) := \int |u|^2 d\tilde{x}.\]  
(3.4)

For (1 + 1)D NLSE with a power nonlinearity

\[\Delta n_{\text{power-nt}} = u^{p-1},\]  
(3.5)

\(^{12}\)The soliton phase can be non-radially-symmetric, e.g., for vortex solitons or for Self-steepening solitons [36].
there is an exact solution for the soliton equation (3.3) given by

\[ u(x; \nu) = \left( \frac{p + 1}{2} \nu \right)^{\frac{1}{p-1}} \text{sech}^{\frac{2}{p-1}} \left( \frac{p - 1}{2} \sqrt{\nu x} \right). \]  

These solitons are positive and even\(^{13}\). In other nonlinearities and/or \( D > 1 \) settings, there is generally no analytical expression for the single-hump solitons\(^{14}\). Then, the profiles of the ground-state solitons can be computed only numerically (see also discussion in Section 5.1) and are found to be radially-symmetric and positive. In such cases, the soliton equation (3.3) can have additional “high-order” soliton solutions. For example, the \((2 + 1)D\) cubic NLSE has an infinite number of “high-order” soliton solutions which are radially-symmetric, non-positive and whose number of zeros equals their serial number. However, these particular “high-order” solitons seem to play no significant role in the dynamics of the nonlinear waves (i.e., they are dynamically unstable and do not serve as attractors), hence, they did not attract a lot of interest.

Nevertheless, several other types of “high-order” solitons did attract a significant amount of interest. One type is the vortex soliton which is a solution of the \((2 + 1)D\) NLSE (2.1) for the ansatz

\[ A(z, r, \theta) = u(r)e^{im\theta}e^{i\nu z}, \]

where \( r \) and \( \theta \) are the polar coordinates and the topological charge \( m \) is a measure of the phase winding. This helical-phase corresponds to angular momentum and it imposes a strictly zero amplitude at the phase singularity at the origin \([123]\).

Even more complex type of solitons are the composite/vector solitons, first suggested by Manakov \([87]\) which consist of two (or more) components that mutually self-trap. Most mutual trapping mechanisms are incoherent, i.e., the coupling between the components depends only on the local intensities and is, therefore, phase insensitive. For example, the nonlinear coupling of different modes in a multi-mode fiber or distinct carrier frequencies is incoherent. On the other hand, the mutual trapping mechanism can be also coherent (phase sensitive) as, for example, for different polarization modes in weakly birefringent semiconductor planar waveguides \([71, \text{Chapter 9.1.4}]^{15}\). Exact solutions of vector solitons can be found for some models, see \([71, \text{Chapter 9.1.3}]\) and references therein.

### 3.2 Optical solitons - prediction and experiment

This Section provides a brief review of the experimental work on optical solitons in the nonlinear media discussed in Section 2.2. When considering such experimental results, one should bear in mind that in optics, standard experimental techniques allow for the measurement of the beam/pulse properties only after it had passed through the sample. Hence, measurement of the beam profile after any propagation distance and hence, true evidence for

---

\(^{13}\) We note that the ground-state must not be always positive, see e.g., the ground-state of the biharmonic NLSE \([43]\).

\(^{14}\) An exception is the \((1 + 1)D\) NLSE with cubic-quintic nonlinearity for which there is also an exact solution, see e.g., \([52]\).

\(^{15}\) In that sense, quadratic solitons can also be thought of as coherent vector solitons since in the cascading limit, the equations for FF and SH fields become coherently coupled NLS equations.
solitonic propagation can be obtained only with more sophisticated experimental techniques, such as near-field imaging [79] where the evanescent tails of the beam in the air above the sample were measured at any point along the propagation, or experiments made in fluids inside a length-controlled syringe (see e.g., experiments by Gaeta group, Cornell University). Even then, it should be noted that the beam spatial profile can sometimes remain unchanged while the overall power decreases due to dissipation [18] or the spectral profile undergoes Kerr-induced broadening (Self-Phase-Modulation) [16]. In these cases, the light is self-trapped, but diffraction and nonlinearity are not perfectly balanced and no genuine solitons are formed.

3.2.1 Spatial optical solitons

The possibility of soliton formation was first suggested in 1962 by Askar’yan, who predicted that “the strong ... effects of the ray on the medium can be used to set up waveguide propagation conditions and to eliminate divergence of the beam (self-focusing)” [12]. Shortly after, Chiao, Garmire and Townes computed the profile that exhibits a perfect balance between Kerr nonlinearity and diffraction, known as the (2 + 1)D (Townes) soliton [30]. However, a year later, Kelley showed that for sufficiently strong powers, the nonlinearity can dominate the diffraction and hence, the (2 + 1)D Kerr solitons can collapse [68]. Indeed, it became quickly clear that observation of stable spatial solitons in Kerr media is only possible in planar geometry $D = 1$. In addition, it was predicted that stable solitons in bulk ($D \geq 2$) can form in media with a saturable nonlinearity.

The earliest experimental evidence of spatial self-trapping was provided by Bjorkholm and Ashkin in 1974 in bulk vapor of sodium atoms [18]. This self-trapping was accompanied by significant absorption, hence, it was not true solitonic propagation.

Surprisingly, it took 11 years until the first observation of true solitons in CS2 gas [15] which has a reorientational nonlinearity [22, Chapter 4.4]. In further studies, Kerr solitons have been observed in planar waveguides of glass [7], semiconductors [6, 69] and polymers [16]. Finally, genuine bulk spatial solitons were observed in polymers with a cubic-quintic nonlinearity [129].

Studies of spatial solitons have made rapid progress since the mid-1990’s, when two new soliton-supporting nonlinear optical media became available to experiments [125]. First, generation of solitons in quadratic media which was identified theoretically in the mid-1970’s [62], was demonstrated experimentally in a series of works of the group of G. Stegeman. In particular, an effective Kerr coefficient in a quadratic medium was first produced and measured experimentally by De Salvo et al. [104]. Then, (2 + 1)D and (1 + 1)D spatial quadratic solitons were generated experimentally by Torruellas et al. [130] and Schiek et al. [105], respectively, see also [124, 26, 128] for reviews.

Second, Segev et al. [109] predicted that the saturable nonlinearities of photorefractive materials can support stable soliton propagation. Soon afterwards, a variety of photorefractive solitons, of both (1 + 1)D and (2 + 1)D types and for both focusing and defocusing nonlinearities, have been explored, see [108] for a review.

Vortex soliton dynamics have been theoretically investigated in numerous contexts [75, 38] and the angular momentum and spatial dynamics have been studied experimentally in defocusing Kerr [127, 122], photorefractive [40] and quadratic nonlinear media.
3.2.2 Temporal optical solitons

Temporal solitons in single-mode optical fibres were predicted in 1973 by Hasegawa and Tappert [56], and first observed experimentally in 1980 by Mollenauer et al. [88]. However, it was soon observed that when the pulse becomes short enough, high-order dispersion and high-order nonlinear effect such as SRS and SS become important and destroy the solitonic nature of the pulse\textsuperscript{16}. However, even then, solitons play an important role in the analysis of the dynamics, especially due to their role in Super-Continuum-Generation in microstructured optical fibers, see [39] for a review.

3.2.3 Optical spatio-temporal solitons

One of the major goals in the study of optical solitons is the possibility to generate pulses that are localized in the transverse dimensions of space, as well as in time. Such solitons of the $(3 + 1)$D NLSE are called spatiotemporal solitons or “light bullets”, a term coined by Silberberg [111] which stresses their particle-like nature.

In contrast to the extensive studies of spatial and temporal $(1 + 1)$D and spatial $(2 + 1)$D solitons, experimental progress toward the production of $(3 + 1)$D solitons has been slow. One of the reason for that is that the conditions for formation of stable spatiotemporal solitons were not identified theoretically yet. Indeed, evidence for spatiotemporal solitons in one spatial dimension has been given by Wise group in quadratic media [81, 80] and Barad group in cubic media [79, 29]. However, even in these cases the beam splits in space and in time after propagating a few characteristic lengths\textsuperscript{17}. To date, true $(3 + 1)$D spatiotemporal solitons have not been observed. For a discussion of the current status of the problem, see [85].

\textsuperscript{16}It should be noted, however, that still a self-similar beams can be formed, as e.g., an asymmetric profile in the differential model of SRS [5], see [49] or a symmetric profile in the presence of fourth-order dispersion [65]. In both cases, these profiles form despite losses to the associated energy dissipation due to coupling to optical phonons or linear waves.

\textsuperscript{17}For example, in the latter case, SRS causes a frequency red-shift, and consequently, the effective index of refraction is changed. This, in turn, causes the nonlinear coefficient to change and the spatial profile of the pulse is thus modified.
4 Optical solitons in inhomogeneous media

Since the 1980’s, there has been a growing interest in soliton propagation in inhomogeneous media, i.e., in media where the refractive index varies in space. Indeed, by that time, advancements in microfabrication technology made it possible to impress changes with high spatial frequency on the linear refractive index of various dielectrics and semiconductors.

The most popular structures are those where the linear refractive index is periodically modulated. They are known as Photonic Crystals or waveguide arrays. The original motivations behind the design of such structures were to trap light, to guide it in one direction, to route and switch light signals between various channels, or to increase reflections into a gain medium, and thus decrease the power needed for lasing [35]. Apart from these reasons, it became quickly clear that the equation that describes the evolution of the light in these materials is similar to the equation that describes the dynamics of electrons in a solid, i.e., the fabricated/induced modulation of the refractive index is equivalent to the periodic potential of the atom-lattice\(^{18}\). This analogy has raised several interesting theoretical questions and enabled the investigation in optics of phenomena which are not accessible in solid-state (such as the Andersson localization [106, 76]). Moreover, it allowed for a straightforward application of the knowledge acquired in the study of condensed-matter physics to the field of optics, e.g., the computation of the bandgap structure or defect modes, concepts such as discrete breathers and intrinsic localized modes, and theoretical methods such as the Coupled-Mode-Theory and the Tight-Binding (discrete) approximation.

Although originally the research interests described above involved linear waves, it was equally interesting to study nonlinear effects in such materials. Moreover, nonlinear effects in inhomogeneous media open the way to new phenomena such as discrete solitons [32] and lattice solitons [46]. Another important motivation for studying nonlinear wave propagation in inhomogeneous media was the possibility that the inhomogeneity would stabilize the nonlinear waves and arrest collapse in bulk Kerr media.

The modeling of light propagation in inhomogeneous media depends on the strength of the modulation: In the case of strong modulations, the light propagation is modeled by the full vectorial Maxwell equations, which in the CW limit can be reduced to two evolution equations for transverse electric and magnetic field components which are coupled through the longitudinal component (see e.g. [61, Chapter 8]), or directly to each other (see e.g. [82]). Alternatively, the full vectorial Maxwell equations can be reduced to the vector Nonlinear Helmholtz Eq. model \(^{19}\).

In the case of weak modulations, then in a similar manner to homogeneous media, the Slowly-Varying-Envelope/paraxial Approximation can be used to reduce the above models to the nonlinear Schrödinger equation model. The propagation is then modeled by Eq. (3.2) where the change in the refractive index due to the linear potential/lattice/inhomogeneity is given by

\[
\Delta n_{\text{linear potential}} = -V_l(z, \vec{x}) - \Delta n (|A|^2) .
\]  

\(^{18}\)Accordingly, the terms of potential and lattice are freely interchanged in this context.

\(^{19}\)In the latter case, it was shown by several authors that if the modulation is linear and periodic, although the Slowly-Varying-Envelope/paraxial approximation does not necessary hold, still the NLSE governs the dynamics of the envelope of the solution, see e.g. [37].
Here $V_l$ is a linear potential term that is proportional to the variations of the linear refractive index and $\Delta n$ is any of the nonlinearities discussed in Section 3.1.

Eq. (4.1) assumes that the potential can vary either in the direction of propagation $z$ or in the direction perpendicular to the propagation $\vec{x}$. However, naturally, in the former case, standard solitons cannot form. Indeed, in the context of solitons and the NLSE, most studies were dedicated to materials where the change in the index of refraction occurs only in the direction perpendicular to the propagation. In this case, the propagation is modeled by

$$i A_z(z, \vec{x}) + \nabla^2 A + \Delta n (|A|^2) A - V_l(\vec{x}) A = 0. \quad (4.2)$$

Most of the research efforts on this model focused on the analysis of the corresponding linear problem (i.e., Eq. (4.2) with $\Delta n = 0$) and its relation to the dynamics of the solitons studied in the various available nonlinear homogeneous media (those discussed in Section 3.1). For our purposes, it should be noted that studies of solitons in Kerr media with a linear potential in the $\vec{x}$ direction showed that under some conditions, the linear potential can stabilize the solitons in bulk ($D \geq 2$) media, see e.g., [85] for a review.

In addition to all the “standard” homogeneous media solitons, materials with a periodic linear refractive index support the formation of two additional types of solitons. Solitons of the first type are called gap solitons and they appear in the forbidden gaps of the corresponding linear problem. They have attracted an immense amount of interest, especially due to their variety and their relation to defect modes of a perfectly periodic structure. These solitons are, however, out of the scope of my research. A second type of solitons, which are unique to inhomogeneous periodic media, are the multi-hump solitons, which were encountered in [9] in media with a linear lattice and also in my research [115] for media with a nonlinear lattice. However, they have received very little attention so far.

Later studies of linear potentials considered several generalizations of periodic potentials, such as periodic potentials with defects, potentials with a quasycrystal structure and random potentials, see e.g. [118] for a discussion.

Since 2005, there has been a growing interest in the possibility of modulating the nonlinear refractive index, i.e.,

$$\Delta n_{nonlinear \, potential} = (1 - V_{nl}(z, \vec{x})) \Delta n (|A|^2), \quad (4.3)$$

where $V_{nl}$ is proportional to the variations of the nonlinear coefficient. As for linear potentials, relatively few studies were done on potentials that vary along $z$ compared with potentials that vary along $\vec{x}$. In this case, the propagation is modeled by

$$i A_z(z, \vec{x}) + \nabla^2 A + (1 - V_l(\vec{x})) \Delta n (|A|^2) A = 0. \quad (4.4)$$

20For example, $V_l = \chi^{(1)}(z, \vec{x}) - \langle \chi^{(1)}(z, \vec{x}) \rangle$ in MKS/SI units.

21For example, for Kerr media, $V_{nl} = 4n_0n_2z(\vec{x})$ in MKS/SI units.

22A periodic modulation of the nonlinear refractive index in the $z$ direction is referred to as nonlinearity management, in analogy to dispersion management, where the dispersion term is modulated in space. Light dynamics in such materials was studied theoretically by several authors in various limits [17, 93, 103, 139] and more recently also experimentally in [27]. A more recent work [34] addressed the coupling between small amplitude waves to the resonant modes of the management period. However, the analysis did not always provide a satisfying agreement with numerical or experimental results.

20
The most systematic study of solitons in media with nonlinear potentials in the transverse direction $\vec{x}$ was done in my research [44, 116], see Section 7.1.

The first studies on nonlinear potentials have led to the natural extension of these works to materials where both the linear and nonlinear coefficients are modulated in space. So far, relatively few studies considered these materials (see e.g., [100, 1]), however, as shown in my research, these materials can be studied with exactly the same framework as was used for materials with only one type of inhomogeneity, see a detailed discussion in Section 3.
5 Soliton theory

The theoretical research on solitons was directed mostly towards studying soliton existence, soliton profiles, stability and dynamics. My research touched upon the last three subjects, initially for the new class of materials having a transverse periodic modulation of the Kerr coefficient (4.3) and later on, for more general linear and nonlinear inhomogeneities. This Section provides a brief review of the main results on soliton profiles and stability, with emphasize on the contributions made in my research.

5.1 Soliton profiles

In the presence of inhomogeneities, light propagation in the material is modeled by

\[ iA_z(z, \vec{x}) + \nabla^2 A + (1 - V_{nl}(\vec{x})) \Delta n(|A|^2) A - V_l(\vec{x}) A = 0. \tag{5.1} \]

and the soliton profile is the solution of

\[ \nabla^2 u(\vec{x}; \nu) + (1 - V_{nl}(\vec{x})) \Delta n(|u|^2) u - \nu u - V_l(\vec{x}) = 0. \tag{5.2} \]

Unfortunately, in this case, the soliton profile cannot be computed analytically even in those few cases where there are explicit analytic solutions in homogeneous media. Hence, the soliton profiles can be computed either numerically or using perturbation methods. In fact, very few results of perturbative computations of soliton profiles are available. Among them, outstands the “effective mass approximation” [24, 28] for the computation of the profile of solitons near the band-edge of a periodic linear potential. More recently, Fibich and Wang [45], and later in the papers of my Thesis, it was shown how to use the soliton width as a small parameter in a perturbation analysis for the soliton profiles in both nonlinear and linear potentials in the limits of narrow and wide beams, see a detailed discussion in [44].

Significantly more results are available from numerical computation of soliton profiles. In \( D = 1 \), Eq. (5.2) is an ordinary differential equation that can be solved with the shooting method. However, the shooting method becomes very difficult to use for \( D > 1 \) NLSE or for NLSE with a potential. Hence, in our research, we used a different numerical method which recently has become popular for the computation of soliton profiles. It is based on the iterative method of Petviashvili [97]. In Appendix B, an original derivation of this method is given, as well as an elaborate discussion of its convergence properties. Most of the material given in Appendix B was not published in the papers of my Thesis.

Other methods which are frequently used for computation of the soliton profile are the Newton iterations method [67, 21], imaginary-time method [31] and recently, an improved version of the Petviashvili method [77].

5.2 Soliton stability - theoretical basis

The usual notion of soliton stability in NLSE theory is that of Orbital Stability:\(^{23}\)

\(^{23}\)The more strict asymptotic stability was studied in several papers, see e.g., [48] for a discussion.
**Definition 5.1** Let \( u(\vec{x}) \) be a solution of Eq. (5.2) with propagation constant \( \nu \). Then, \( u(\vec{x})e^{i
u z} \) is an orbitally stable solution of the NLSE (5.1) if for all \( \varepsilon \), exists \( \delta(\varepsilon) > 0 \) such that for any initial condition \( A_0(z = 0, \vec{x}) \) such that \( \inf_{\gamma \in \mathbb{R}} \| A_0 - u e^{i\gamma} \|_{H_1} < \delta \), the corresponding solution \( A(z, \vec{x}) \) of Eq. (5.1) satisfies:

\[
\sup_{z \geq 0} \inf_{\gamma \in \mathbb{R}} \| A(\vec{x}, z) - u(\vec{x})e^{i\gamma} \|_{H_1} < \varepsilon,
\]

where the \( H_1 \) norm is defined as \( \| f \|_{H_1}^2 := \int (|f|^2 + |\nabla f|^2) \, d\vec{x} \).

The first analytic result on soliton stability was obtained by Vakhitov and Kolokolov [131]. Based on a linear stability analysis, they showed that a necessary condition for soliton stability is that \( \frac{dP}{d\nu} > 0 \), i.e., the soliton power increases with increasing propagation constant \( \nu \). Subsequently, this result was derived from a rigorous nonlinear stability analysis [133].

Grillakis, Shatah and Strauss (GSS) further extended and generalized the theory of soliton stability for a general Hamiltonian system [54, 55]. In the case of positive solitons \( (u > 0) \), the GSS stability theory can be stated as follows:\(^{24}\) Let

\[
d(\nu) = \mathcal{H} - \nu \mathcal{P} = \int \left[ |\nabla u|^2 + (V_l(\vec{x}) + \nu)u^2 - (1 - V_{nl}(\vec{x}))G(u) \right] d\vec{x},
\]

where \( G = \int_0^u F(u^2) \, du' \) and \( F = \Delta n \), let \( p(d'') = 1 \) if \( d''(\nu) > 0 \) and \( p(d'') = 0 \) if \( d''(\nu) < 0 \), and let \( n_-(L_+) \) be the number of negative eigenvalues of the linearized operator

\[
L_+^{(V)} = -\nabla^2 + \nu - (1 - V_{nl}(\vec{x})) \left( F(u^2) - 2u^2F' \right) + V_l.
\]

Then, \( A = u e^{i\nu z} \) is orbitally stable if \( n_-(L_+) = p(d'') \), and orbitally unstable if \( n_-(L_+)-p(d'') \) is odd [54, 55].

Most works done by the mathematics/analysts community were based on the GSS Theorem. However, in my research, we had relied on the following Stability Theorem:

**Theorem 5.1** Let \( u(\vec{x}) \) be a positive solution of Eq. (3.3) with propagation constant \( \nu \). Then, \( A = u(\vec{x})e^{i\nu z} \) is an orbitally-stable solution of the NLSE (5.1) if and only if both of the following conditions hold:

1. **The slope (Vakhitov-Kolokolov) condition**

\[
\frac{dP}{d\nu} > 0,
\]

2. **The spectral condition**

\[
n_-(L_+) = 1,
\]

i.e., \( L_+ \) has exactly one negative eigenvalue of multiplicity one.

\(^{24}\)The GSS theory is valid also for high-order solitons, see [44, Remark 11].
Theorem 5.1 was proved initially for linear potentials which are bounded and decay to zero at infinity [101, 134] and in the narrow soliton (semi-classical) limit in the subcritical case [92]. In my research, we have extended the proof to nonlinear potentials [44]. The proof for the case of linear potentials bounded form below (i.e., not necessarily periodic or decaying to zero) will appear in the near future [60]. However, in our research we assumed that Theorem 5.1 holds for any type of lattice/potential.

Theorem 5.1 is an extension of the classical stability theory of GSS [54, 55]. Indeed, since \( d'(\nu) = P(\nu) \), the sign of \( d'' \) is the same as the sign of the power slope. Hence, in the GSS theory, stability and instability depend on a combination of the slope condition (5.4) and the spectral condition as follows: If both the slope condition and the spectral condition are satisfied, the soliton is stable, whereas if either the slope condition is satisfied and \( n_-(L_+) \) is even, or if the slope condition is violated and \( n_-(L_+) \) is odd, the soliton is unstable. There are two cases not covered by the GSS theory: When the slope condition is satisfied and \( n_-(L_+) \) is odd, and when the slope condition is violated and \( n_-(L_+) \) is even. Theorem 5.1 shows that in these two cases, the solitons are unstable. Hence, Theorem 5.1 implies that there is a “decoupling” of the slope and spectral conditions, in the sense that both are needed for stability, and violation of either of them would lead to instability.

\[ \text{Note, however, that despite the coupling of the slope and spectral conditions, the slope condition is still a necessary condition in the GSS formalism.} \]
6 Soliton stability - main results

6.1 Brief overview

The study of solitons and their stability has been a very active field of research for many years and hundreds of papers were published on the problem. This large body of research can be roughly divided into two approaches: The first approach, adopted by the “applied physics” community, consists of checking the slope condition (5.4) only and solving the NLSE numerically in order to observe the actual dynamics. The spectral condition (5.5), which appears in both the GSS and our stability Theorems, was “ignored”, most likely because it was relatively unknown among the “applied physics” community. As we show in our research (see e.g., [118]), the spectral condition is always satisfied for positive solitons in homogeneous media, a fact that gives an \textit{a posteriori} justification for this approach.

However, in the presence of any type of inhomogeneity, “ignoring” the spectral condition is justified only for solitons centered at lattice minima, since only then the spectral condition is satisfied, see e.g. [92, 95, 44, 78, 113, 118, 100]. In all other cases, checking only the slope condition might lead to incorrect conclusions regarding stability. In that sense, this approach provides only partial stability results for solitons in inhomogeneous media.

The second approach, adopted by the community of mathematicians/analysts, was based on the GSS theory. Due to the complexity of the problem and the need to have complete rigorous proof for every detail, the progress made by following this approach was very slow. In particular, most results were obtained for power-law nonlinearities (3.5), and very little results are available for the more complicated nonlinearities such as the saturable or non-local nonlinearities or for high-order solitons. In particular, results on solitons in inhomogeneous media are scarce. Moreover, this approach does not provide any information on the actual instability dynamics.

In addition to the above, in both approaches there is a major deficiency: most, if not all, studies were aimed to say whether the soliton is stable or not. However, while the dynamics of the orbitally-stable solitons is relatively straightforward - the solution remains close to the unperturbed soliton, there are several possible ways for a soliton to become unstable: it can undergo collapse, complete diffraction, drift, breakup into separate structures, etc.. Moreover, even an unstable soliton can be practically stable if the instability develops very slowly. Conversely, a weakly-stable soliton can become unstable by relatively small perturbations. Hence, knowing if the soliton is stable or not gives only a partial description of the actual dynamics.

6.2 Our approach

According to the description above, there seemed to be a need for a \textit{simple and complete} theory with which the stability and instability dynamics can be predicted \textit{qualitatively} and \textit{quantitatively}. With such a theory in hand, general trends in this class of problems can be identified, and there will be no need to study each new physical configuration of nonlinearity, lattice or dimension “from the beginning”. Our analytical results were corroborated by numerical simulations. This combination of analysis and numerics is a crucial component in the evolution of our theory.
Such a theory was the output of my PhD research. In the rest of this Section, our qualitative and quantitative approaches are described briefly and in Section 7, its evolution through our papers.

6.2.1 Qualitative approach

Theorem 5.1 provides the theoretical basis for the classification of the instability dynamics, since it shows that the two coupled conditions for stability in the GSS theory are, in fact, completely independent. Indeed, it turns out that the instability dynamics depends on which of the two conditions for stability is violated. In particular, we show in our series of papers that a violation of the slope condition leads to an amplitude instability whereby infinitesimal changes of the soliton can result in large changes of the beam amplitude, and can even lead to collapse or total diffraction. On the other hand, when the soliton is unstable due to a violation of the spectral condition, it undergoes a drift instability whereby infinitesimal shifts of the initial soliton location lead to a lateral movement of the soliton away from its initial location.

The drift dynamics has an intuitive physical explanation. According to Fermat’s Principle, light bends towards regions of higher refractive-index. Positive values of the potentials correspond to negative values of the refractive index, hence, Fermat’s principle implies that beams bend towards regions of lower potential. Moreover, since generically, the spectral condition is satisfied for solitons centered at a lattice minimum but violated for solitons centered at a lattice maximum, one sees that the drift instability of solitons centered at lattice maxima and the drift stability of solitons centered at lattice minima is a manifestation of Fermat’s principle. An additional mathematical motivation for the drift instability can be found in [118].

Currently, we do not have similar arguments that can motivate and justify the link between the slope condition and the amplitude instability. However, we have provided several numerical evidences for this link in each of our papers.

The upshot of the qualitative approach is that it can be used to predict the soliton dynamics even if the location and width of the solution change significantly during the propagation. For example, suppose that for a certain soliton the slope condition is satisfied when it is centered at a lattice maximum but violated if it is centered at a lattice minimum and suppose the soliton is initially centered at the lattice maximum. Then, the soliton initially drifts toward the potential minimum but when it becomes drift-stable, it develops an amplitude instability and can even collapse [44, 116, 118]. This example shows that even if the amplitude and drift instabilities develop or “disappear” dynamically during the propagation, our approach is still useful and gives a simple explanation for soliton dynamics which, a priori, seems complicated and counter-intuitive.

6.2.2 Quantitative approach

While the qualitative approach classifies the type of instability, the quantitative approach addresses questions such as how fast does the instability develop or how large should a perturbation be in order to overcome the stabilization effects. Surprisingly, despite the multitude of papers on soliton stability and dynamics, it seems that such important questions
were not discussed before.

The quantitative theory for the soliton location is described in detail in [114, 118]. It is based on the following linear oscillator equation

$$\frac{d^2}{dz^2} \langle x_j \rangle = \Omega_j^2 \left( \langle x_j \rangle - x_{0,j} \right), \quad \Omega_j^2 = -C_j \lambda_{0,j}^{(V)}, \quad C_j > 0, \quad (6.1)$$

where $\langle x_j \rangle$ is the Center-of-Mass of the soliton, $x_{0,j}$ is the location of the lattice extremum in the $j$th direction and $C_j$ is known positive constant.

At present, the quantitative relation between the magnitude of the slope and the strength of the amplitude stability is not known, i.e., we do not have a relation such as (6.1). However, we have provided many numerical evidences for this link, see detailed description in [118].

The quantitative approach is especially important in identifying cases of weak stability/instability. For example, consider a soliton for which the two conditions for stability are met, but for which $\lambda_{0,j}^{(V)}$ or the slope are very small in magnitude. Such a soliton is orbitally stable, yet it can become unstable under perturbations which are quite small compared with typical perturbations that exist in experimental setups. Hence, such a soliton is “mathematically stable” but “physically unstable”, see e.g., [44]. Conversely, consider an unstable soliton for which either $\lambda_{0,j}^{(V)}$ or the slope are positive but small. In this case, the instability develops so slowly so that it can be sometimes neglected over the propagation distances of the experiment. Such a soliton is therefore “mathematically unstable” but “physically stable” [113].
7 Description of the contents and main results of my papers

In this Section, a concise description of the motivation and main results of each of our papers is given. The results described here were presented in six papers, four out of which have been published and are those on which my Thesis is based. An additional summary paper, which has been recently submitted for publication, is included as well because it gives the most comprehensive description of our approach. The description of each paper is followed by the paper itself.

7.1 Nonlinear lattices

In our first two papers, we gave the first systematic study of the stability and instability of solitons in media with nonlinear potentials. This study was motivated by recent advances in fabrication techniques that make it possible to manufacture materials with a spatially-varying nonlinear index change.

In particular, purely nonlinear lattices (i.e., without any modulations to $n_0$, Eq. (4.4)) can be created in materials with a quadratic nonlinearity by varying the phase mismatch parameter $\Delta k$, a technique known as Quasi-Phase-Matching [22]. In this case, the quadratic nonlinear coefficient, which in homogeneous media depends only on the FF and SH frequencies and the corresponding refractive indices, can be controlled in any point in space, see, e.g., [11]. Then, in the cascading limit, the effective cubic nonlinearity (see Section 2.2) becomes spatially modulated itself. Another context where nonlinear lattices are created is for ultrashort pulse propagation in planar waveguides. In this case, the variation of the effective index along the propagation due to the SRS-induced red-shift gives rise to a spatially-dependent cubic coefficient [29].

Another technique for the creation of purely nonlinear lattices arises in the context of BEC where the scattering length is modulated in space using Feshbach resonance with non-uniform magnetic fields [96].

Nonlinear lattices can also be accompanied by linear lattices. For example, the spatial distribution of $n_0$ and $n_2$ can be controlled in highly anisotropic semiconductor heterostructures [59]. Another technique is by focusing an intense pulse to a dielectric waveguide. This pulse causes optical breakdown in the focal volume which impresses permanent changes to the refractive indices. Using these two techniques it was shown that the induced changes to $n_2$ can be greater than the induced changes to $n_0$. In such cases, the study of purely nonlinear lattices can be viewed as a first stage towards a unified theory for the combined effects of linear and nonlinear lattices. Indeed, in years following the publication of our work, several studies of a combined linear and nonlinear potential were published, see e.g., [100, 1].

By the time of the initiation of this study, it was known that linear potentials can stabilize the solitons of the (2 + 1)D cubic NLSE (i.e., Eq. (4.2) and a cubic nonlinearity (2.4)). In contrast to the large body of research on linear lattices (see, e.g., [46, 2, 74, 85] as well as Section 4), hardly any research has been devoted to the effect of nonlinear lattices. Hence, our

\[ \text{In fact, this technique was brought to our attention only after the publication of the two papers [44, 116] on nonlinear lattices.} \]
specific goal was to find the conditions for stabilizing solitons in materials with a transverse nonlinear lattice, i.e., Eq. (4.4).


In this paper, we chose the (1+1)D NLSE as a toy model since it is the simplest and easiest case to study analytically and numerically. Moreover, using the appropriate power, we could study the subcritical, but also the critical and supercritical cases in this simpler \( D = 1 \) setting.

We have used a combination of rigorous analysis, asymptotic analysis, and numerical simulations to study the profile and stability and instability dynamics of the solitons. We introduced and emphasized the importance of the dimensionless parameter \( N \), which measures the ratio of the input beam width to the lattice period / characteristic length. This provides a small parameter in the narrow and wide beam limit, and opens the way to the computation of the soliton profiles and the analysis of the different regimes. Our study appears to be the first wherein the three regimes: wide (\( N \gg 1 \)), narrow (\( N \ll 1 \)) and intermediate (\( N = \mathcal{O}(1) \)) beams were systematically considered. We showed that the same lattice may stabilize beams of a certain width while destabilizing beams of a different width.

Our detailed analysis showed that unlike a linear lattice, a nonlinear lattice can only stabilize narrow beams centered at minima of potentials that satisfy several strict conditions. Even then, the stabilization is very weak since it scales as \( N^4 \ll 1 \). Hence, this stabilization is not likely to be observed in experiment.

Despite this “disappointing result”, in this study we set the foundations for our qualitative and quantitative approaches. These foundations relied mostly on numerical simulations and physical intuition. Our next papers consist of 1) a series of generalizations of the ideas that appeared in this paper to different physical configurations of dimension and lattice type and 2) improving the theoretical basis for our approach.

In this paper, we extended the results of [44] to a (2 + 1)D NLSE setting. We chose to focus on lattices which appear only in one transverse dimension out of the two. Such materials are relevant for ultrashort pulses propagation in planar waveguide arrays where the refractive index is modulated in the spatial but not in the temporal transverse coordinate; such materials were relatively less explored.

Beyond the analysis of this specific configuration, our results show that the effect of the nonlinear lattice on solitons in such materials is qualitatively similar regardless of the exact type of the lattice, be it e.g., a radially-symmetric (isotropic) lattice, a lattice with square (or any other) topology or even a one-dimensional lattice in the one-dimensional critical case studied in [44]; the differences between all these cases are only quantitative.

\[\text{\footnotesize 27We used the terminology “anisotropic lattices.”}\]
7.2 Linear lattices

After the detailed study of nonlinear lattices, we wanted to apply the qualitative and quantitative approaches also to the much better explored materials with linear potentials. The possibility to do so was based on three arguments. First, our approach was based on the stability Theorem 5.1 which is the same for linear and nonlinear lattices. Second, the mathematical and physical arguments that were used to justify our results for nonlinear lattices were valid also for linear lattices (e.g., the structure of the associated eigenvalue problem or the Ehrenfest law for the drift dynamics, see [118]). Finally, it was shown in [99] that a nonlinear lattice in a purely focusing media can be mapped into a linear lattice by a simple transformation\(^\text{28}\).

In contrast to most studies on solitons in linear lattices, we did not focus on the analysis of the linear problem and the relation between the dynamics of linear and nonlinear waves in such systems. Instead, following the studies of solitons in nonlinear lattices [44, 116], we focused on the effect of the lattice on the soliton profile and dynamics compared with the case of a homogeneous medium (i.e., in the absence of a potential).

In the first paper [78, Le-Coz, Fukuizumi, Fibich, Ksherim and Sivan, Physica D (2008)], we studied the stability and instability of lattice solitons in a one-dimensional medium with power nonlinearity (3.5) in the presence of a point defect, described by a delta-function potential. In this case, the NLSE is given by

\[
iu_z(z, x) + u_{xx} + \gamma \delta(x) u + |u|^{p-1} u = 0, \tag{7.1}
\]

where \(\gamma\) is a real constant. This work consists of two parts: The first was an analytical study of the stability properties of solitons in such media based on GSS theory. It was conducted by our collaborators, Stefan Le-Coz from Université de Franche-Comté, France, and Reika Fukuizumi from Hokkaido University, Japan. The second part was a series of numerical examples which I was involved in their choice and interpretation. The numerical work itself was done by a fellow student, Baruch Ksherim. Accordingly, since my contribution to this work was relatively small, it is not included as one of the papers of my Thesis.

In the second paper [113, Sivan, Fibich, Efremidis and Barad, “Analytic theory of narrow lattice solitons”, Nonlinearity 21, 509 (2008)], we studied the stability and instability of lattice solitons which are narrow with respect to the lattice characteristic lengthscale (e.g., period).

The reason for the choice of these two cases is that in both of them, it is possible to compute the soliton profile and consequently, the power, slope and perturbed zero-eigenvalues, either analytically [78] or asymptotically [113]. Hence, in the absence of a complete proof for Theorem 5.1 for the general linear potentials, in these two papers we provide its proof for two specific cases.

\(^{28}\)It should be noted that this transformation adds an additional term to the model. However, the effect of this term on the soliton profiles and stability is not well understood yet. Moreover, this transformation also raises the question of the existence of gap solitons in a purely nonlinear lattice. A first step towards the answer to this question might be found in [1].

In parallel to the works that extended the results of [44], in [114] we made further progress in establishing our results rigorously. In particular, we proved that for solitons of the D-dimensional NLSE with a linear and/or nonlinear potential (5.1), a violation of the spectral condition leads to a drift instability. This provides a proof for the claims raised in [44, 116, 113, 78] based only on numerical simulations and on physical intuition and expand their validity to a more general setting.

While having a fundamental theoretical importance, the proof of the relation between the spectral condition and the drift instability has practical implications as well. Our main result, the derivation of an equation that describes the dynamics of the soliton Center-of-Mass (6.1), enabled us to compute analytically the drift rate of solitons initially centered near a lattice maximum, and the restoring force that the lattice exerts upon solitons initially centered near a lattice minimum. Thus, we obtained a quantitative prediction of the lateral dynamics. Based on this relation, we explained the failure to observe the drift instability in the experiment described in [89].

We note that different reduced equations for the lateral dynamics were previously derived under the assumption that the beam remains close to the initial soliton profile (see e.g. [66]), by allowing the soliton parameters to vary along the propagation (see e.g., [71] and references therein) or use the Inverse Scattering Transform to account also for radiation effects (see e.g. [64, 50]). These approaches, as well as ours, are valid only as long as the beam profile remains close to a soliton profile. In these cases, the Center-of-Mass describes the dynamics well. However, unlike these previous approaches, Eqs. (6.1) are based on the link between the linear stability theory and the lateral dynamics. This link shows that in contrast to the ansatz used in previous works, the beam profile evolves as a soliton perturbed by the eigenfunction \( f_{0,j}^{(V)} \). The validity of this perturbation analysis was manifested by the excellent fit between the reduced Eqs. (6.1) and the numerical simulations for a variety of lattice types. To the best of our knowledge, such an agreement was not achieved with the previous approaches.

In this paper we also gave two related results: the first concerns the occurrence of a drift instability in Petviashvili’s iterative method for the computation of soliton profiles [97], see also Appendix B. The second result concerns the implications of our theoretical prediction on the lateral dynamics to soliton tunneling. Tunneling occurs when a soliton initially centered at a lattice minimum is perturbed strongly enough so that it moves sideways and goes across the nearest lattice maximum (potential barrier). Clearly, this stage lies beyond the regime of validity of the predictions made on the basis of the stability Theorem 5.1. Still, we show that our approach can give rough estimates for the critical (i.e., minimal) initial transverse velocity needed for tunneling in cases where the standard approach based on the Peierls-Nabarro Potential (PNP) approach [72] fails.

It should be noted that the results of this paper can be used to obtain several additional important applicative results. For example, for periodic potentials, one can concatenate trajectories computed from Eq. (6.1) at each potential maximum and minimum and thus, to obtain a prediction of the full trajectory of the beam. Such a result can provide a simple, even if crude model for switching and routing of signals in such systems. Such a model is highly desirable for applications but currently, is not available.
To summarize, this paper provided, apparently for the first time, a unified theory for the mobility of lattice solitons by showing the intrinsic connection between soliton mobility and soliton stability, two key properties that so far were studied separately.
7.4 Sivan, Ilan and Fibich, “Qualitative and quantitative analysis of stability and instability dynamics of positive lattice solitons”, submitted to *Phys. Rev. E* [118]

This fourth paper provides a summary paper to our unified theory for soliton stability and instability dynamics. In this paper, we give the most coherent and complete description of our qualitative and quantitative approaches. We then demonstrate our approach on simple examples of periodic lattices and then, on more complicated examples of periodic lattices with defects, lattices with quasi-crystal structures etc. with emphasize on the quantitative theory for the lateral dynamics [114]. These results show that our approach applies to any type of linear lattices and for solitons of any width. This paper has been submitted for publication only recently. Nevertheless, it is included in my Thesis because of its seminal character.
8 Summary

In my Thesis, I have presented a series of six papers which had led to the formulation of a unified approach for the stability and instability dynamics of positive bright solitons. This approach consists of a qualitative characterization of the type of instability, and a quantitative estimation of the instability rate and the strength of stability. This approach was applied to a wide variety of physical configurations and summarized in [118] by several general rules. The variety of these configurations implies that our qualitative and quantitative approaches apply to positive solitons in any dimension, any type of nonlinearity (e.g., saturable or nonlocal) as well as for other lattice configurations, e.g., “surface” or “corner” solitons [84]. Thus, our theory reveals the strong similarity between these configurations which, a priori, look very different from each other and were thus studied separately until now.

Moreover, we believe that a formulation of a qualitative and quantitative theories for “high-order” solitons such as gap solitons or vortex solitons may be possible, but requires further study. Indeed, the instability dynamics of such solitons is expected to be richer and to include additional types of instabilities.

Finally, we note that our quantitative approach is still incomplete, as we currently do not have an equation that describes the evolution of the soliton amplitude/width. With such a model in hand, we believe that our approach can be applied also for cases where the potentials vary along the propagation direction ($V(z)$).
A Nonlinear delayed response due to Stimulated-Raman-Scattering

Stimulated-Raman-Scattering is described mathematically under the Born-Oppenheimer (BO) approximation. Hellwarth et al. [57] use quantum mechanical perturbation analysis for an electric-dipole potential to show that under the BO approximation, the third-order response function scales as

\[ R^{(3)}(\tau_1, \tau_2, \tau_3) \sim \delta(\tau_1)R_{BO}(\tau_2 - \tau_1)\delta(\tau_3 - \tau_2), \quad (A.1) \]

where \( R_{BO}(\tau) \) is a real function that satisfies

\[ \int_0^\infty R_{BO}(\tau)d\tau = 1. \quad (A.2) \]

The physical meaning of this approximation is that between \( \tau_2 \) and \( \tau_1 \) the system is excited to a vibrational/rotational level whose lifetime is comparable to the pulse duration; between \( \tau_3 \) and \( \tau_2 \) and \( \tau_1 \) and \( t \), the system is in a virtual excitation, i.e., it is excited to an electronic level.

Substituting Eq. (A.1) in Eq. (2.6) shows that the third-order polarization is given by

\[ P^{(3)}(z, x, y, t) = E(z, r, t) \int_0^\infty R_{BO}(\tau)E^2(z, x, y, t - \tau)d\tau. \quad (A.3) \]

In the SRS process described by Eqs. (A.1) and (A.3), a photon is scattered off the nuclei-lattice/molecule, excites a vibrational/rotational mode and becomes red-shifted (Stokes-scattered\(^{29} \)), in agreement with the interpretation above. In this process, the generated phonons are incoherent in the sense that their wavevectors are randomly distributed.

We are interested only in the contribution of the third-order polarization to the fundamental harmonic. Hence, in a similar manner to Eq. (2.2), we separate \( P^{(3)} \) into the fundamental and third harmonics

\[ P^{(3)}(z, r, t) = p_{\omega_0}^{(3)}(z, r, t)e^{-i\omega_0t} + p_{3\omega_0}^{(3)}(z, r, t)e^{-3i\omega_0t} + c.c.. \]

Using Eq. (2.2) and neglecting third-harmonic terms, we get that

\[ p_{\omega_0}^{(3)} = 2A \int_0^\infty R_{BO}(\tau)|A(t - \tau)|^2d\tau + A^* \int_0^\infty R_{BO}(\tau)e^{2i\omega_0\tau}A^2(t - \tau)d\tau. \quad (A.4) \]

For pulses shorter than a few picoseconds but not shorter than a few femtoseconds, the function \( R_{BO} \) can be separated into instantaneous contributions from transitions involving only electronic levels, and delayed contributions from the transitions involving also vibrational/rotational levels (see discussion in Section 2.2.2), i.e.,

\[ R_{BO}(\tau) = (1 - f_R)\delta(\tau) + f_R h_R(\tau), \quad (A.5) \]

\(^{29}\)The conjugate process of Anti-Stokes scattering can be accounted for only in a model that describes the phonon dynamics.
where \( f_R \) is the relative magnitude of the delayed response. Since \( h_R(\tau) \) describes only the delayed response, then, \( h_R(0) = 0 \) and by Eq. (A.2), \( \int_0^\infty h_R(\tau) \, d\tau = 1 \). In this case, \( p_{\omega_0}^{(3)} \) reduces to

\[
p_{\omega_0}^{(3)} = 3(1 - f_R) |A|^2 A(t) + 2f_RA \int_0^\infty h_R(\tau) |A(t - \tau)|^2 \, d\tau + f_RA^* \int_0^\infty h_R(\tau) e^{2i\omega_D \tau} A^2(t - \tau) \, d\tau.
\]

(A.6)

In most materials, the vibrational/rotational frequency is well defined\(^{30}\). In such cases, the delayed response function \( h_R(\tau) \) can be approximated using a standard Two-Level-System susceptibility based on the electronic ground-state and the vibrational/rotational level. In other cases, e.g., for fused silica, the spectrum of the generated phonons can be quite wide and requires a more sophisticated treatment, see e.g. [58]\(^{31}\).

In the limit of long pulses, it can be seen that Eq. (A.6) reduces to the standard Kerr nonlinearity (2.4). Hence, the two contributions to the the delayed response as given by Eq. (A.6) become important only for sufficiently short pulses. The first contribution (the second term Eq. (A.6)) becomes important when the spectral content of the pulse \( \Delta \omega \sim 2\pi / T \) becomes comparable with the vibrational/rotational frequency\(^{32}\). Indeed, this happens when the Fourier transforms \( \chi_R(\omega) = \mathcal{F} [h_R(\tau)] \), which is centered at \( \omega = \Omega_{vib/rot} \), and \( \mathcal{F} [|A|^2] \) overlap.

The second contribution (the third term in Eq. (A.6)) does not appear in any of the standard derivations of the nonlinear index change due to SRS [19, 86, 47]. Peculiarly, the absence of the this term was not intentional but rather, a result of three completely different algebraic mistakes in each of these derivations\(^{33}\). This term did appear in the derivation of Karasawa et al. in [63]. However, it was then neglected by claiming that it is small with no

\(^{30}\)For example, in solid-state, the photon wavelength is much longer than the lattice constant. Hence, since the intersection of the photon and optical phonon dispersion curves dictates the phonon energy and momentum (wavenumber), the phonon wavenumber is near the center of the Brillouin zone.

\(^{31}\)However, despite that, it should be noted that a Two-Level-System approximation of the response in silica is used after all. In particular, in [126], \( h_R(\tau) \) was approximated as a Two-Level-System susceptibility

\[
h_R(\tau) = \frac{t_1^2 + t_2^2}{t_1 t_2} e^{-\frac{t_1 t}{\tau_1}} \sin(\tau/\tau_1),
\]

(A.7)

where \( \tau_1 = 12.2 \text{fs} \) is the inverse phonon frequency and \( \tau_2 = 32 \text{fs} \) is the phonon lifetime. Although this expression for \( h_R \) is in common use (see e.g. [5]), we note that this Two-Level-System approximation suggests that the phonon wavelength is \( \lambda_{vib/rot} = \frac{2 \pi c}{\omega_{vib/rot}} = \frac{\pi}{\tau_1} \approx 2.7 \mu m \). However, the characteristic wavelengths of lattice vibrations in silica are of the order of \( 10 \mu m \) or longer, i.e., almost an order of magnitude longer, see e.g. the Sellmeier formula in [5]. Moreover, this wavelength \( \lambda_{vib/rot} \approx 2.7 \mu m \) coincides with the absorption line due to residual water molecules which, at the time, were an unavoidable impurity in the process of optical fibers manufacturing [112]. As far as we understand, the similarity between the wavelength implied by the value assigned to the phonon inverse frequency \( \tau_1 \) in [126] and the water absorption line was incidental. Indeed, a corrected model for the silica response function which takes into consideration the correct silica absorption lines was given by [58].

\(^{32}\)For example, for fused silica for which the characteristic phonon wavelengths are \( \sim 10 \mu m \), this occurs for pulses shorter than a couple of 100fs.

\(^{33}\)Generally speaking, the reason for these mistakes is that the derivations were made in the frequency domain, where the equation of propagation is rather complicated. Here, we derive \( p_{\omega_0}^{(3)} \) in the time domain, an approach which makes the computations much simpler.
further justification. In what follows, I provide a systematic justification of the neglect of this term which as far as we know, was not given elsewhere in the literature.

In the same manner as for the second term in Eq. (A.6), one can see that this term becomes important when the Fourier transforms $\chi_R(\omega - 2\omega_0) = \mathcal{F}[h_R(\tau)e^{2i\omega_0\tau}]$, which is centered at $\omega = \Omega_{vib/rot} - 2\omega_0$, overlaps with $\mathcal{F}[|A|^2]$. This happens for $\Omega_{vib/rot} \sim 2\omega_0 \pm \Delta\omega$ or assuming that the pulse is quasi-monochromatic (i.e., $2\omega_0 \gg \Delta\omega$), this occurs for $\Omega_{vib/rot} \sim 2\omega_0$, i.e., at a two-photon resonance with the vibrational/rotational level. This shows that this term represents the dispersion due to transitions involving phonon levels and the reduction in the photon number $N = \int |A|^2 d\vec{x} dt$ resulting from phonon generation. Indeed, it can be shown that the photon number $N$ is not conserved due to the presence of this term.

The most energetic Raman transition possible $\lambda_{vib/rot} = \frac{2\pi c}{\Omega_{vib/rot}} \approx 2.4\mu m$ is found in $H_2$ molecules for which the atom-mass is minimal and hence, the rotational frequency is highest [41]. This wavelength implies that the two-photon resonance with the vibrational/rotational level occurs at wavelengths well in the mid-IR regime, a regime which is not accessible by most standard light sources. Moreover, this spectral regime is not reached even in the extreme case of Super-Continuum-Generation where the pulse spectrum broadens significantly and the pulse profile undergoes temporal changes on the scale of a few fs.

Accordingly, despite the mistakes in the derivations of [19, 86, 47], the third term in Eq. (A.6) can be neglected so that Eq. (A.4) reduces to Eq. (2.7)\textsuperscript{34}. In that sense, this neglect is equivalent to adopting the Rotating-Wave approximation, see e.g. [22, 10].

\textsuperscript{34}Most likely, this is the reason for the survival of the algebraic mistakes mentioned above.
B Petviashvili’s / renormalization method for computation of soliton profiles

This numerical method was first introduced by Petviashvili [97] and more recently by Ablowitz and co-workers in a series of papers, see e.g. [3, 91, 4]. Here, we derive the method using a different approach which, we believe, makes it somewhat more intuitive. In addition, we provide simple explanations for the convergence properties of the scheme.

B.1 Derivation of the iteration scheme

For simplicity, we derive the iteration scheme for $D = 1$ solitons with a power nonlinearity (3.5). Let $u$ be the nontrivial solution of

$$-\partial_x^2 u(x) - |u|^{p-1} u + \nu u = 0,$$

where $p > 1$ and let $\mathcal{F}(u) = \int_{-\infty}^{\infty} u(x)e^{-ikx}dx$ be the Fourier transform of $u$. Taking the Fourier transform of Eq. (B.1) and rearranging yields

$$\mathcal{F}(u) = \frac{1}{k^2 + \nu} \mathcal{F}(|u|^{p-1}u).$$

(B.2)

This equation can be solved with the fixed point iterations

$$\mathcal{F}(u_{m+1}) = \frac{1}{k^2 + \nu} \mathcal{F}(|u_m|^{p-1}u_m), \quad m = 0, 1, \ldots,$$

(B.3)

so that $u_{m+1} = \mathcal{F}^{-1}\left(\frac{1}{k^2 + \nu} \mathcal{F}(|u_m|^{p-1}u_m)\right)$. Naturally, the solution of the iteration scheme (B.3) $u$ satisfies

$$\mathcal{F}(u) = \frac{1}{k^2 + \nu} \mathcal{F}(|u|^{p-1}u).$$

(B.4)

Unfortunately, numerical simulations show that the iteration scheme (B.3) usually diverges to the fixed points $u_\infty \equiv 0$ or $u_\infty \equiv \infty$, rather than converge to $u$. This divergence can be understood in the following way. Suppose, for example, that at some stage in the iterations we obtain $u_m = Cu$ where $u$ is the solution of Eq. (B.1) and $C$ is a complex constant. In this case, by Eq. (B.4)

$$\mathcal{F}(u_{m+1}) = \frac{1}{k^2 + \nu} \mathcal{F}(C^{p-1}|u|^{p-1}Cu),$$

i.e., $u_{m+1} = C^p u$. The next iteration will yield $u_{m+2} = (C^p)^p u = C^{p^2} u$ so that by induction,

$$u_{m+n} = (C)^{p^n} u.$$  

Therefore, the iterations will diverge to $u_\infty \equiv 0$ if $|C| < 1$ and to $u_\infty \equiv \infty$ if $|C| > 1$.

The argument above shows that in order to make sure that the iterations converge to $u$, we need to prevent the norm of $u_m$ from going to zero or to infinity. To do that, it was originally suggested by Petviashvili [97] and later by Ablowitz et al. [4] to renormalize the
solution in each iteration so that it satisfies an integral identity. In particular, multiply Eq. (B.2) by $[\mathcal{F}(u)]^*$ and integrate over $k$, resulting in the integral identity

$$
\int |\mathcal{F}(u)|^2 dk = \int \frac{1}{k^2 + \nu} \mathcal{F}(|u|^{p-1}u)[\mathcal{F}(u)]^* dk.
$$

(B.6)

Let us define

$$
SL \equiv \int |\mathcal{F}(u)|^2 dk, \quad SR \equiv \int \frac{1}{k^2 + \nu} \mathcal{F}(|u|^{p-1}u)[\mathcal{F}(u)]^* dk.
$$

(B.7)

In general, $u_m$ does not satisfy condition (B.6). Therefore, it was suggested to define $u_{m+\frac{1}{2}} = C_m u_m$ where the real constant $C_m$ is chosen so that $u_{m+\frac{1}{2}}$ will satisfy identity (B.6). Specifically, in a similar manner to Eq. (B.6) we define

$$
SL_m \equiv \int |\mathcal{F}(u_m)|^2 dk, \quad SR_m \equiv \int \frac{1}{k^2 + \nu} \mathcal{F}(|u_m|^{p-1}u_m)[\mathcal{F}(u_m)]^* dk,
$$

(B.8)

so that

$$
SL_{m+\frac{1}{2}} = C_m^2 SL_m, \quad SR_m = C_m^{p+1} SR_m = SR_{m+\frac{1}{2}}.
$$

This equation has three real solutions: $C_m = 0$ (corresponding to $u_\infty = 0$), $C_m = \infty$ (corresponding to $u_\infty = \infty$) and the nontrivial solution

$$
C_m = \left( \frac{SL_m}{SR_m} \right)^{p-1},
$$

(B.9)

corresponding to $u_\infty = u$. Therefore, we can avoid the divergence to $u_\infty = \infty$ or $u_\infty = 0$ by applying the iterations (B.3) to $u_{m+\frac{1}{2}}$ rather than to $u_m$, i.e.,

$$
\mathcal{F}(u_{m+1}) = \left( \frac{SL_m}{SR_m} \right)^{\mathcal{B}^*} \frac{1}{k^2 + \nu} \mathcal{F}(|u_m|^{p-1}u_m), \quad \mathcal{B}^* = \frac{p}{p-1}.
$$

(B.10)

In other words, by choosing $C_m$ as in (B.9) (i.e., so that the integral identity in the frequency domain (B.6) is satisfied), we restrict the iterations to the family of solutions $\{u| u$ satisfies (B.6), $u \neq 0, \ u \neq \infty\}$ and obtain the desired solution.

Although, in all the studies that used this scheme the above identity was used, we have shown that one can use any other identity in order to suppress the divergence from the desired solution $u$. In that sense, the name given to the method by Ablowitz and Muslimanni [4] can be changed from “spectral renormalization method” to simply “renormalization method”.

It is also worth mentioning that numerical simulations show that the iterations (B.10) converge to $u_\infty = u$ also for some values of $\mathcal{B}$ different from $\mathcal{B}^*$. In order to see why, let us assume, as before, that at some stage of the iterations we obtain $u_m = Cu$. Then, by Eq. (B.8)

$$
SL_m = C^2 SL(u), \quad SR_m = C^{p+1} SR(u),
$$

40
and the next iteration will be

\[
\mathcal{F}(u_{m+1}) = \left( \frac{\text{SL}_m}{\text{SR}_m} \right)^{\beta} \frac{1}{k^2 + \nu} \mathcal{F}(|u_m|^{p-1} u_m) = \left( \frac{C^2}{C_{p+1}} \right)^{\beta} \frac{1}{k^2 + \nu} \mathcal{F}(C^p|u|^p)
\]

\[
= C^{\beta - \beta_p + \beta} \mathcal{F}(u),
\]

(B.11)

where we used relation (B.4). For \( \gamma = \beta - \beta_p + \beta \), we get that \( u_{m+1} = C^\gamma u \) and by induction

\[
u m + n = (C)^\gamma u.
\]

Since the iterations converge (i.e., \( \lim_{m \to \infty} u_m = u \)) only for \( C^\gamma \to 1 \), a necessary condition for convergence is \( |\gamma| < 1 \). This corresponds to \( 1 < \beta < \frac{p+1}{p-1} \). The fastest rate of convergence is obtained for \( \beta = \beta^* \) since in this case \( \gamma = 0 \) and \( u_{m+1} = u \).

### B.2 Numerical code

A sample Matlab numerical code for the Petviashvili method is as follows:

```matlab
function [PSI,x]=SR_SL(Nx,XMAX,P,nu,thresh,iter)
    dx = 2*XMAX/Nx; %
x = [-XMAX:dx:+XMAX-dx]; %
dk = pi/XMAX; %
kk = fftshift([-Nx/2:Nx/2-1]*dk); %
denom = 1./(nu + kk.^2); %
 beta = P/(P-1); % normalization power
PSI = exp(-x.^2); % initial guess
    n=1; ratio=1;
    while ( abs(ratio)>thresh & n<iter )
        old_psi = PSI;
        psi_hat = fft(old_psi);
        NL_hat = fft((abs(old_psi)).^(P-1).*old_psi);
        RHS = denom.*(NL_hat);
        SL = Integrate(conj(psi_hat).*psi_hat,x);
        SR = Integrate(conj(psi_hat).*RHS,x);
        psi_hat = (SL/SR)^beta*RHS;
        PSI = ifft(psi_hat);
        ratio = abs(abs(SL)/abs(SR)-1);
        n=n+1;
    end
```

In this code, \textit{Integrate} is some routine that computes the integral over the input vector, e.g., Simpson integration. Typically, this scheme converges after a few iterations.
B.3 Generalizations

One of the big advantages of using the (spectral) renormalization method is its easy application to NLS-type equations with higher dimension or with potentials.

For example, the renormalization method for the 2D NLSE
\[ -\partial_x^2 u(x, y) - \partial_y^2 u - |u|^{p-1} u + \nu u = 0, \]  
(B.12)
can be obtained by replacing \( k \) with \( k = (k_x, k_y) \) in (B.10). In this case, the iteration scheme becomes
\[ F(u_{m+1}) = \left( \frac{S L_m}{S R_m} \right)^\beta \frac{1}{k_x^2 + k_y^2 + \nu} F(|u_m|^{p-1} u_m), \]  
(B.13)
where
\[ S L_m \equiv \int |F(u_m)|^2 dk_x dk_y, \quad S R_m \equiv \int \frac{1}{k_x^4 + k_y^4 + \nu} F(|u_m|^{p-1} u_m)[F(u_m)]^*dk_x dk_y, \]  
(B.14)
and \( F \) is the two-dimensional Fourier transform.

In my research we used the renormalization method in order to compute solitons in media with a nonlinear potential [44, 116] and with a linear potential. In the latter case, the scheme should be slightly modified, see e.g., [4].

Another extension of the scheme (B.10) is to the biharmonic NLSE
\[ \partial_x^4 u(x) - |u|^{p-1} u + \nu u = 0. \]  
(B.15)
where the scheme is obtained by replacing \( k^2 \) by \( k^4 \) in (B.10). In this case, the iteration scheme becomes
\[ F(u_{m+1}) = \left( \frac{S L_m}{S R_m} \right)^\beta* \frac{1}{k^4 + \nu} F(|u_m|^{p-1} u_m), \]  
(B.16)
where
\[ S L_m \equiv \int |F(u_m)|^2 dk, \quad S R_m \equiv \int \frac{1}{k^4 + \nu} F(|u_m|^{p-1} u_m)[F(u_m)]^*dk. \]  
(B.17)
An immediate extension is possible also for the anisotropic equation
\[ \partial_x^4 u(x, y) - \partial_x^2 u - \partial_y^2 u - |u|^{p-1} u + \nu u = 0. \]  
(B.18)

B.4 Convergence

Analytical proof for the conditions of the convergence of iteration schemes such as (B.10) were obtained in [94] for a more general problem. In the context of Eq. (B.1), the main result of [94] can be stated as:

**Theorem B.1** Let \( u(x) \) be a solution of Eq. (B.1). Then, the iteration scheme (B.10) converges to \( u(x) \) in a small neighbourhood of \( u(x) \) if two conditions are met:
1. $1 < \beta < \frac{p+1}{p-1}$.

2. $n_-(L_+) = 1$ where $L_+ = -\nabla^2 - pu^{p-1} + \nu$ and $n_-$ counts the number of its negative eigenvalues.

The fastest rate of convergence of the iterations is achieved for $\beta = \beta^* = p/(p - 1)$. If any of these two conditions are not met, the iteration scheme (B.10) diverges from $u(x)$.

A simple and intuitive explanation for the first condition was given in Section B.1. The second condition is, in fact, equivalent to the spectral condition (5.5) for stability of solitons of the NLSE. As shown in Section 6.1, the spectral condition is satisfied only for positive solitons in homogeneous media and for positive solitons centered at potential minima in inhomogeneous media. Indeed, according to our experience, the iteration scheme (B.10) easily converges to the positive ground-state soliton in those two cases.

However, despite the above, it was shown in several studies that the iteration scheme (B.10) can sometimes converge to solitons centered at a potential maximum, see e.g. [44, 116, 113]. Moreover, in [44] we showed that if the real part of the iterative solution $u_m$ is taken at each iteration, then the iteration scheme (B.10) can sometimes be forced to converge even to solitons centered at a potential maximum.

These apparent inconsistencies were explained in [114]. In particular, it was shown that the reason for the divergence of the iteration scheme from solitons centered at potential maxima is that the iterative solution $u_m$ undergoes a drift instability in a completely analogous manner to that experienced by solitons of the NLSE. Still, we showed in [114] that if the drift rate is sufficiently slow, the iterations can converge to a soliton centered at a potential maximum after all. In that sense, forcing the solution of the iterative scheme to be real is one way to slow down the drift rate. These results show the universality of the spectral condition (5.5) and shows once again the importance of the quantitative study of the stability/convergence of solitons.

\footnote{It should be noted that with a proper initial guess, it can also converge to high-order positive solitons such as the vortex solitons [117] or multi-hump solitons [115].}
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