Thermal Emission of Spinning Photons from Temperature Gradients
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The fluctuational electrodynamic investigation of thermal radiation from nonequilibrium or nonsymmetrical bodies remains largely unexplored because it necessarily requires volume integration over the fluctuating currents inside the emitter, which quickly becomes computationally intractable. Here, we put forth a formalism combining fast calculations based on modal expansion and fluctuational electrodynamics to accelerate research at this frontier. We employ our formalism on a sample problem: a long silica wire held under temperature gradient within its cross section. We discover that the far-field thermal emission carries a nonzero spin, which is constant in direction and sign, and interestingly, is transverse to the direction of the power flow. We clearly establish the origin of this transverse spin as arising from the nonequilibrium intermixing of the cylindrical modes of the wire, and not from any previously studied or intuitively expected origins such as chiral or nonisotropic materials and geometries, magnetic materials or fields, and mechanical rotations. This finding of nonequilibrium spin texture of emitted heat radiation can prove useful for advancing the noninvasive thermal metrology or infrared-imaging techniques.
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I. INTRODUCTION

The field of thermal radiation initiated the quantum revolution at the beginning of the twentieth century and spawned numerous technological applications such as thermal energy harvesting, infrared imaging, metrology, gas sensing, and heat management, among others [1–4]. One emerging research direction focuses on the spin angular momentum or circular polarization of thermal radiation. The key guiding principle for this research has been the photon-spin-resolved Kirchhoff’s law, which equates emissivity with absorptivity separately for individual circular polarization states of thermally emitted light. However, this law is derived and applicable only to uniform-temperature reciprocal media [5–7]. While recent works have explored the spin angular momentum of thermal radiation from time-reversal-symmetry-broken nonreciprocal media [8–10], it remains an open question whether nonuniform temperature profiles can lead to interesting effects on the circular polarization of thermal emission.

In this work, we develop the theoretical and computational framework to analyze the spin angular momentum of thermal radiation from bodies with nonuniform temperature profiles. As an experimentally relevant example, we consider a long cylindrical rod with a nonuniform temperature distribution across its cross section. Our analysis is performed by extending the recently developed techniques for rapid simulation of Green’s function [11–13] to thermal radiation. Crucially, we focus on the spin angular momentum rather than the radiative heat flux. Shown in the left panel of Fig. 1, a long (silica, SiO$_2$) rod is held under a linear temperature gradient. We find that, in the far field, the heat flux is radially outward, but there also exists a nonzero spin-angular-momentum density parallel to the axis of the cylinder and transverse to the emission direction. The left panel also shows the sense of polarization rotation associated with the dimensionless spin, while the right panel displays its magnitude, with blue (red) indicating positive (negative) directionality. With detailed analysis, we prove that this transverse spin is uniquely enabled by the nonuniform temperature distributions and arises from the intermixing of contributions from different cylindrical modes. We also show numerically that the spin magnitude diminishes with diminishing temperature gradient, falling to zero for a uniform temperature profile (Fig. 2).

Until recently, inquiries into the nature of spin arising from thermal radiation were limited to reciprocal media, focusing on two major themes: far-field spin from reciprocal chiral absorbers explored theoretically [14,15] and experimentally [16,17], and the analysis of the degree of polarization in the near field of reciprocal media [18]. Recent exploration of this topic for nonreciprocal media has revealed surprising phenomena, such as persistent
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FIG. 1. (Left) An example geometry that can be treated by our formalism for nonequilibrium fluctuation electrodynamics. A temperature gradient is maintained across the cross section of a circular silica rod, which extends infinitely along the $z$ direction. Heat flux, characterized by Poynting’s vector, is generated along the radial direction. More notably, spin fields are generated that are in plane, characterized by a spin vector, which is perpendicular to both the plane and the Poynting vector. The circular arrows representing the spin are an artistic depiction rather than an actual indication of its magnitude. (Right) The spin extends into the far field, $D \gg r$, where $r$ is the radius of the cylinder and $D$ is the radius of the far-field contour. The normalized quantity $\langle \mathcal{S}_z \rangle / \langle W \rangle$ converges to the displayed nonzero values. The sign and the magnitude of the far-field spin vector changes as a function of the in-plane polar angle, but does not substantially change at scales of the order of the wavelength.

equilibrium spin in the near-field [19] and modified spin-resolved Kirchhoff’s laws for planar media [20]. Reference [21] revealed an origin of far-field thermal-radiation spin: a nonequilibrium system composed of a dimer of two coupled antennas held at unequal but uniform or homogeneous temperatures. Along this vein, our work demonstrates a fundamental finding that even nonuniform temperature gradients inside a single thermal emitter can cause thermal emission with a nonzero spin. Our specific example system lacks all previously known aspects connected with the photon spin such as geometric chirality (e.g., nonsymmetrical shapes), material chirality (e.g., chiral or anisotropic materials), magnetic field or magnetic materials, and mechanical rotations. By avoiding these aspects, our work clearly establishes a surprising connection between the nonzero photon spin and the intrinsic temperature gradients. We also note that, in contrast to all previous works reporting longitudinal spin, the far-field spin emitted from the temperature gradient emitter is transverse in nature, thus, making it measurable for greater ease; in fact, such transverse spin was so far believed to be possible only in the near field. We further highlight that the physical origin of this spin is based on nonequilibrium intermixing of cylindrical modes of different orders, which differs from that of Ref. [21], where it stems from the near-field coupling between nonparallel dipole moments.

Fluctuation-electrodynamic (FE) simulations of thermal radiation from emitters with nonuniform or continuously varying temperature and material profiles necessarily require volume integrals over fluctuating currents, and precludes simplification to surface integrals; the surface current formulations that apply to uniform temperature and material profiles [22–24] are inapplicable here. Note also that there is no Kirchhoff’s law for bodies with nonuniform temperature profiles. While Kirchhoff’s law can be generalized for differential subvolumes of reciprocal bodies [1], it does not circumvent the need for volume integration for the calculation of the total far-field thermal

FIG. 2. The magnitude of the far-field spin generated by thermal emission is approximately linearly proportional to the temperature gradient. Along the horizontal axis, the size of $\Delta T$ varies, defined by the hottest and coldest points of the rod in Fig. 3. The vertical axis is the resulting normalized spin density.
radiation spin from such nonisothermal emitters. For volume currents, a formulation was recently developed for emitters with internal inhomogeneities [25], and an alternative approach to tailor the directionality and intensity of thermal emission using temperature gradients was explored in Ref. [26]. These works presented successful but specific numerical techniques. In the present work, we instead aim to develop a general formalism for spatially varying temperature profiles that is compatible with any simulation method. There have been many recent works exploring in Ref. [26]. These works presented successful but specific numerical techniques. In the present work, we

We employ a modal expansion approach that decomposes the radiation of emitters via their resonator modes. The primary advantage is that once the modes have been obtained using any readily available mode solver, it is computationally inexpensive to analyze the thermal radiation of any temperature profile. This speed is conducive to complex heat-transfer simulations between bodies with nonuniform temperature distributions requiring self-consistent analysis in the presence of other heat-transfer channels like conduction and convection. Furthermore, modal expansion yields useful insights regarding spectral, geometric, and symmetry properties. For example, we can deduce which combination of modes gives rise to nonzero spin simply by considering the spatial overlap between the temperature profile and modal fields. Such insights and design tools are not readily accessible to purely numerical methods such as volume current formulations.

We note that modal expansion was recently used in the form of temporal coupled mode theory (CMT) in Refs. [30,31] to engineer the directionality of Poynting flux. Instead of the eigenfrequency modes employed by CMT, our modal expansion uses eigenpermittivity modes, which offers several advantages. Firstly, eigenpermittivity modes form a discrete set, which is simpler to treat numerically compared with the continuum of frequency modes. Crucially, our formalism can handle temperature inhomogeneities within the spatial extent of a single mode, which is inaccessible to CMT utilizing a single effective mode temperature [30,31]. Furthermore, our formalism is suitable for direct simulation of hybridized or strongly coupled modes in the context of many-body heat-transfer simulations, which for the CMT formalism would require parameter extraction based on numerical fitting beyond the weak-coupling regime. Another advantage of our approach is that the frequencies used for the Planck factor [see Eq. (4) below; the mean energies of an electromagnetic state] are real, thus, avoiding any approximation necessary for complex frequency modes.

**II. FORMULATION**

We now develop the formulation for the fields emitted by an arbitrary hot object standing in an optically and thermally uniform background. We assume that the object contains thermal emitters that create a fluctuating current density $\mathbf{j}(r')$. The total electric and magnetic fields at point $r$ exterior to the object due to the current $\mathbf{j}(r')$ are

$$\begin{align*}
E_i(r) &= ikZ_0 \int d^3r' G_i^E(r, r')j_q(r'), \\
H_i(r)/Z_0 &= ik \int d^3r' G_i^H(r, r')j_q(r'),
\end{align*}$$

where $Z_0 = \sqrt{\mu_0/\epsilon_0}$ is the free-space impedance. The electromagnetic properties of the medium are encoded within the Green’s tensors.

Our facile yet rigorous treatment of varying temperature profiles is enabled by the expansions

$$\begin{align*}
\tilde{G}^{E}(r, r') &= \frac{1}{k^2} \sum_m \frac{E^m(r) \otimes E^{m^*}(r')}{{\epsilon}_m - {\epsilon}_i}, \\
\tilde{G}^{H}(r, r') &= \frac{1}{k^2} \sum_m \frac{H^m(r) \otimes H^{m^*}(r')}{{\epsilon}_m - {\epsilon}_i},
\end{align*}$$

where $\epsilon_m$ are the eigenpermittivities associated with the eigenmodes $E^m(r)$, and $\epsilon_i$ is the permittivity of the object. Notice that the dependence on $r$ and $r'$ has been separated into the factors $E^m(r)$ and $E^{m^*}(r')$, a key feature that we later exploit. The above simple form differs from the expansion derived in earlier eigenpermittivity formulations [11,32], since it applies when the source co-ordinate $r'$ is inside the object. The derivation of electric field part is given in Appendix A, along with a short discussion, and the magnetic field part is obtained using $\tilde{G}^{H}(r, r') = (1/ik) \nabla \times \tilde{G}^{E}(r, r')$. For simplifying later calculations, we also rescale the magnetic field, such that $\mathbf{H} = Z_0 \mathbf{H}^\text{SI}$, where $\mathbf{H}^\text{SI}$ is the SI quantity.

We employ the fluctuation-dissipation theorem (FDT) [33,34] to calculate the fields produced by ensemble averages of fluctuating currents; products of fluctuating currents are correlated and satisfy

$$\begin{align*}
\langle j_p(r', \omega') j_q^*(r'', \omega'') \rangle &= \frac{4\omega e_0}{\pi} \Im \Theta(\omega, T) \delta(q, p) \\
&\times [\epsilon(r') \delta(r' - r'') \delta(\omega - \omega')] \delta_{pq},
\end{align*}$$

where

$$\Theta(\omega, T) = \frac{\hbar \omega}{e^{\hbar \omega/k_B T} - 1},$$

is the mean energy of an electromagnetic state at temperature $T$, and $\langle \rangle$ represents ensemble averaging.
We aim to evaluate various field quantities such as the Poynting flux,

\[ \langle P_i(r, \omega) \rangle = \frac{1}{2Z_0} \epsilon_{l\beta} \text{Re}(E_i^*H_p), \]  

rewritten using tensor notation, with \( \epsilon_{l\beta} \) being the Levi-Civita symbol for the cross product, and the \( H \) field is rescaled. Two additional key quantities are the spin tensor element

\[ \langle S_i(r, \omega) \rangle = \frac{\epsilon_{l\beta}}{2Z_0c^2} \text{Im}(E_i^*E_p) + (H_i^*H_p), \]  

and the energy density,

\[ \langle W(R, \omega) \rangle = \frac{\delta_{l\beta}}{2Z_0c^2} \{(E_i^*E_p) + (H_i^*H_p), \]  

where \( \delta_{l\beta} \) is the Kronecker \( \delta \). Other quantities such as Stokes’ parameters can also be considered.

To treat this range of quantities, we consider the general tensor element \( (D_i^lF_{p\beta}) \), where \( D_i^l \) and \( F_{p\beta} \) can represent either \( E \) or \( H \). The result for cylinders of arbitrary cross section is derived in Appendix B, and is

\[ (D_i^lF_{p\beta}) = \frac{2Z_0\epsilon_{l\beta}(\omega)}{\pi^2k} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} D_{p\beta}^{m,n}(R)F_{p}^{n}(R) \int_{dm,n} \]  

defining the two quantities

\[ \int_{dm} = \int dR \Theta(\omega, T)E_{m,\uparrow}(R) \cdot E_{n,\uparrow}(R), \]  

\[ \int_{dn} = (\epsilon_m - \epsilon_i)^*(\epsilon_n - \epsilon_i). \]

Equation (8) gives the fields radiated by thermal emission at \( \omega \) per unit length of a two-dimensional (2D) geometry standing in free space. As an aside, the equivalent result for three-dimensional (3D) structures is displayed in Eq. (B4). The 3D result is simpler than Eq. (8), as no integration along \( \beta \) is necessary since all information pertaining to field profiles is captured by the modes themselves.

The product, Eq. (8), can represent energy flux, Eq. (5), or energy density, Eq. (7), for example. We choose to limit the integral over the longitudinal propagation constant \( \beta \) to the propagating Fourier components, see Eq. (B5). The summations over indices \( m \) and \( n \) run over the same set of modes, as per Eq. (B7). We see that Eq. (8) is composed of three parts. First, the factor \( \int_{dm,n} \) is due to the detuning of the inclusion permittivity \( \epsilon_i \) from the eigenpermittivities \( \epsilon_m \) of each mode. Second, the integral \( \int_{dm,n} \) over the electric fields of the eigenmodes \( E_{m,\uparrow}^{\nu} (R) \cdot E_{n,\uparrow}^{\nu} (R) \) within the interior of the inclusion is ultimately weighted by the temperature profile. The variable \( R = (x, y) \) ranges over the 2D plane. Finally, the result is given by a sum over the eigenmodal fields \( D_{p\beta}^{m,n}(R)F_{p}^{n}(R) \) in the region exterior to the inclusion.

The computational advantage of Eq. (8) is that once the modes of the resonator have been obtained, many quantities of interest regarding the radiation are available by evaluating just the one set of overlap integrals. Even the difficult case of nonuniform temperature profiles can be treated with relative ease. This greatly facilitates any calculation that requires iteration over many temperature profiles, such as self-consistent calculations.

When Eq. (8) is applied to find the Poynting vector, Eq. (5), we obtain

\[ \langle P(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2k} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} E_{m,\uparrow}^{\nu}(R) \times \{ \begin{array}{c} E_{n,\uparrow}^{\nu}(R) \times H_{p}^{\nu}(R) \int_{dm,n} \end{array} \}. \]

The spin momentum density, Eq. (6), is obtained by applying Eq. (8) twice,

\[ \langle S(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2k^2c^2} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \{ \begin{array}{c} (E_{m,\uparrow}^{\nu} \times E_{n,\uparrow}^{\nu} + H_{m,\uparrow}^{\nu} \times H_{n,\uparrow}^{\nu}) \int_{dm,n} \end{array} \}. \]

Also, the energy density, Eq. (7), is

\[ \langle W(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2kc} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int_{dm,n} \]  

\[ \left\{ \begin{array}{c} (E_{m,\uparrow}^{\nu} \cdot E_{n,\uparrow}^{\nu} + H_{m,\uparrow}^{\nu} \cdot H_{n,\uparrow}^{\nu}) \int_{dm,n} \end{array} \right\}. \]

The formalism developed above has been validated against other methods from the literature [35]; see Appendix D.

### III. RESULTS

We use the formalism in Sec. II to treat radiation from a long cylinder with a temperature gradient. Though the geometry is simple, the radiated fields nevertheless exhibit a nontrivial structure. Consider a circular SiO₂ rod of radius \( r = 4.5 \mu m \). We focus on its radiation at a wavelength of 9.4 \( \mu m \), where SiO₂ is at resonance and has a permittivity of approximately \( 3.19 + 4.97i \). The rod rests in a vacuum background at zero temperature. For this geometry, the eigenmodes \( \{E_m\} \) are available analytically (see Ref. [11]), while their eigenvalues \( \{\epsilon_m\} \) can be found via a root search [12]. Thus, to use Eq. (8), we need only integrate over \( \beta \) and specify a temperature profile. In the results that follow, we integrate over the temperature profile. The variable \( R = (x, y) \) ranges over the 2D plane. Finally, the result is given by a sum over the eigenmodal fields \( D_{p\beta}^{m,n}(R)F_{p}^{n}(R) \) in the region exterior to the inclusion.

The computational advantage of Eq. (8) is that once the modes of the resonator have been obtained, many quantities of interest regarding the radiation are available by evaluating just the one set of overlap integrals. Even the difficult case of nonuniform temperature profiles can be treated with relative ease. This greatly facilitates any calculation that requires iteration over many temperature profiles, such as self-consistent calculations.

When Eq. (8) is applied to find the Poynting vector, Eq. (5), we obtain

\[ \langle P(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2k} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} E_{m,\uparrow}^{\nu}(R) \times \{ \begin{array}{c} E_{n,\uparrow}^{\nu}(R) \times H_{p}^{\nu}(R) \int_{dm,n} \end{array} \}. \]

The spin momentum density, Eq. (6), is obtained by applying Eq. (8) twice,

\[ \langle S(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2k^2c^2} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \{ \begin{array}{c} (E_{m,\uparrow}^{\nu} \times E_{n,\uparrow}^{\nu} + H_{m,\uparrow}^{\nu} \times H_{n,\uparrow}^{\nu}) \int_{dm,n} \end{array} \}. \]

Also, the energy density, Eq. (7), is

\[ \langle W(R, \omega) \rangle = \frac{\epsilon_{l\beta}(\omega)}{\pi^2kc} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int \frac{d\beta}{\delta_{l\beta}} \sum_{m,n} \int_{dm,n} \]  

\[ \left\{ \begin{array}{c} (E_{m,\uparrow}^{\nu} \cdot E_{n,\uparrow}^{\nu} + H_{m,\uparrow}^{\nu} \cdot H_{n,\uparrow}^{\nu}) \int_{dm,n} \end{array} \right\}. \]
only the propagating orders, where $\beta < \omega/c$. This means that near fields—within one or two wavelengths of the cylinder—may be inaccurate.

When the cylinder is set to a uniform temperature of 300 K, the cylinder produces rotationally invariant thermal radiation: a Poynting flux oriented in the radial direction. All components of spin are zero, corresponding to the origin of Fig. 2. When a linear temperature gradient is introduced, of the type shown in Fig. 3(a), the profile of the radiated Poynting flux remains largely rotationally invariant (Fig. 5). However, a small but measurable axial component of spin appears, oriented along the $z$ axis (Fig. 1), which is transverse to the radial energy flux. As such, this spin cannot be classified as circular polarization, since the spin axis and Poynting vector do not align.

In Fig. 3(b), we plot the spatial profile of this spin, normalized by the energy density, $\langle S_z \rangle \omega / \langle W \rangle$. A plane of symmetry exists in the spin profile, which originates from the symmetry of the temperature profile. However, the sign of the spin is inverted about this plane, since spin is a pseudovector. We also observe in Fig. 3(c) that this spin extends into the far field, where its strength remains undiminished.

These kinds of observations generalize to other temperature gradients. For example, the temperature gradient of Fig. 4(a) contains two planes of symmetry. A nonzero spin is produced [see Fig. 4(b)], containing these two planes of symmetry. Once again, the spin extends into the far field [Fig. 4(c)], but with a smaller magnitude relative to the linear temperature gradient. Crucially, changes to the temperature gradient induce both qualitative and quantitative changes to the far-field spin pattern. By contrast, temperature gradients do not induce any qualitative changes to the far-field Poynting flux, which remains circularly symmetric to zeroth order, as evidenced by Fig. 5. Thus, the far-field spin may enable nondestructive measurement of an emitter’s temperature profile.

IV. DISCUSSION

In this paper, the modal formalism not only provides an efficient means of calculating thermal radiation, especially from spatially varying temperature profiles, but also provides insight into its behavior. For example, we can identify the origins of the nonzero spin, yielding insights into symmetry and spectral properties. From Eq. (12), the spin pattern is determined by products of pairs of modes, each weighted by just two quantities: a geometric factor $V_{mn}$ and a detuning factor $d_{mn}$. The former is the extent to which the modal pair is excited by a particular temperature profile, while the latter is the combined detuning from the resonances of both modes. Finally, the total spin is a sum over all pairs of modes.

We may apply this understanding to the spin radiation patterns of Figs. 3 and 4. In this case, cylindrical symmetry is present, so all modes can be assigned an azimuthal variation $\exp(iM\theta)$, for some integer $M$ corresponding to the angular quantum number. In terms of this cylindrical harmonic basis, we observe that if the temperature profile is uniform, then the geometric factor $V_{mn}$ will always vanish for modal pairs with two different values of $M$. Since two modes with the same $M$ never generate spin when both positive and negative orders are considered, uniform temperature profiles always yield a zero spin field. The same reasoning implies that pure radial gradients of temperature also yield zero spin (not shown).

We now proceed to identify the values of $M$ that do generate spin. In Fig. 3, the spin field resembles $\cos \theta$ to lowest order, and is generated by a combination of modes of orders $M = 0$ and $M = \pm 1$. In Fig. 4, the spin...
pattern resembles $\cos 2\theta$, and is generated by modes of orders $M = 1$ and $M = -1$. This difference may mean that the resonance condition for the four-lobe temperature pattern is easier to satisfy, since the resonances of $M = \pm 1$ orders are degenerate. Finally, we may prove that the only component of spin allowed to be nonzero is the $z$ component. This result holds for infinite rods of any cross section and any cross-section temperature profile, and is proven in Appendix C.

V. OUTLOOK

The modal formalism presented here lays the groundwork for exploring a range of more sophisticated physical scenarios. For example, objects with more complicated shapes (e.g., wires with noncircular cross section, general 3D objects etc.), anisotropy and/or permittivity nonuniformity caused by temperature inhomogeneities [36–38] can be treated using the mode calculation procedure described in Refs. [13,39,40], known as re-expansion; the symmetry consideration discussed above can be used to deduce the necessary temperature uniformity profile for which spin emission can be realized. Our formulation is also applicable to bound modes below the light line in order to determine the correct near-field emission. Together with unique ability of permittivity mode expansion to treat the interactions between multiple objects (see, e.g., Refs. [32,41,42]), this allows the thermal emission from multiple interacting structures to be treated, and would be crucial for accurate modeling of near-field heat transfer (see Ref. [43]). It would also be an efficient building block in inverse design algorithms aimed at optimizing thermal emission. Finally, our formulation can also be applied to other computationally heavy problems, such as Förster energy transfer, quantum friction, and Casimir forces.

The spin emitted by the temperature gradient that we consider is transverse to the Poynting vector. It cannot be measured by traditional approaches based on quarter-wave plates, which is only suitable for the measurement of longitudinal spin. Therefore, the experimental detection of such transverse spin would require alternative approaches such as the one recently proposed for measuring photonic spin density using $N$-$V$ centers [44] or by measuring the resulting torque on levitating nanoparticles [45].

The central result of this work has practical implications for situations requiring noncontact depth thermography.
The radiation occurs at frequency $\omega$ where we assume nonmagnetic media and harmonic uniform background of permittivity $\epsilon$ time variation. By assuming that the structure rests in a nonintuitive and remains an exciting, unexplored research area, measurement of photon spin in addition to thermal radiation power can provide valuable additional insight for nanoscale temperature metrology. Fundamentally, the connection between thermal nonequilibria and photon spin is nonintuitive and remains an exciting, unexplored research area.
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APPENDIX A: GENERALIZED NORMAL MODE EXPANSION (GENOME) OF GREEN’S TENSOR

The electromagnetic Green’s tensor $\tilde{G}(r, r')$ gives the field radiated by a classical dipole of any orientation at a given distance away from the source,

$$\nabla \times (\nabla \times \tilde{G}) - k^2 \epsilon(r) \tilde{G} = \tilde{I} \delta^3(\mathbf{r} - \mathbf{r}'),$$  \hspace{1cm} (A1)

where $\mathbf{r}$ and $\mathbf{r}'$ are the locations of the detector and source. The radiation occurs at frequency $\omega = ck$ in the presence of a structure defined by $\epsilon(\mathbf{r})$. The Green tensor of a closed resonator can be expanded using the normal modes of the resonator, often capturing its behavior with just a few eigenmodes.

In Ref. [11], a modal expansion of Green’s tensor was developed for open systems. Its most notable feature is its use of true stationary states, which are more suitable for simulations at real frequencies. For this reason, it was named GEneralized Normal-Mode Expansion (GENOME), as it recovers the simplicity and rigour of normal-mode expansion for closed systems. The generalized normal modes are based on the Lippmann-Schwinger equation, a commonly used formalism for scattering calculations in many areas of physics. It can be derived from Maxwell’s equations in the presence of a source distribution $\mathbf{J}$,

$$\nabla \times (\nabla \times \mathbf{E}) - k^2 \epsilon(\mathbf{r}) \mathbf{E} = i \omega \mu_0 \mathbf{J},$$  \hspace{1cm} (A2)

where we assume nonmagnetic media and harmonic $e^{-i\omega t}$ time variation. By assuming that the structure rests in a uniform background of permittivity $\epsilon_b$, its response can be split from the $k^2 \epsilon(\mathbf{r}) \mathbf{E}$ term and moved to the right-hand side to yield the differential form of the Lippmann-Schwinger equation,

$$\nabla \times (\nabla \times \mathbf{E}) - k^2 \epsilon_b \mathbf{E} = k^2 (\epsilon(\mathbf{r}) - \epsilon_b) \mathbf{E} + i \omega \mu_0 \mathbf{J}. \hspace{1cm} (A3)$$

For simplicity, we assume that the inclusion is of uniform permittivity $\epsilon_i$, simplifying the term on the right hand side to $k^2 (\epsilon_i - \epsilon_b) \theta(\mathbf{r}) \mathbf{E}$. The shape of the inclusion is encoded by the indicator function $\theta(\mathbf{r})$, which equals one inside the inclusion and is zero outside. Nonuniform inclusions [39] and inclusions with tensorial permittivities [13] can also be treated, and the following formulation can readily be generalized using the references provided.

An eigenvalue equation can then be defined for the generalized normal modes by setting sources $\mathbf{J}$ to zero

$$\nabla \times (\nabla \times \mathbf{E}^m) - k^2 \epsilon_b \mathbf{E}^m = s_m k^2 \theta(\mathbf{r}) \mathbf{E}^m, \hspace{1cm} (A4)$$

where we have furthermore assumed that the inclusion is of uniform permittivity. The eigenvalue $s_m$ corresponds to the permittivity $\epsilon_m$ of the inclusion, which brings the system, Eq. (A4), to resonance,

$$s_m \equiv \frac{\epsilon_b}{\epsilon_b - \epsilon_m}. \hspace{1cm} (A5)$$

The eigenvalue equation (A4) can be solved analytically for simple geometries such as cylinders, yielding a transcendental equation for eigenvalues. Efficient and reliable root search procedures are available for these equations [12].

We now formulate the expansion of Green’s tensor, Eq. (2), using the generalized normal modes, Eq. (A4). We expand $\tilde{G}(\mathbf{r}, \mathbf{r}')$ via

$$\tilde{G}(\mathbf{r}, \mathbf{r}') = \sum_m \mathbf{E}^m(\mathbf{r}) \otimes \gamma^m(\mathbf{r}'), \hspace{1cm} (A6)$$

where $\gamma^m(\mathbf{r}')$ are as yet unknown coefficients that depend on the source location $\mathbf{r}'$. The procedure for evaluating these unknowns begins by inserting Eq. (A6) into Eq. (2) so that

$$\sum_m \left[ \nabla \times (\nabla \times \mathbf{E}^m(\mathbf{r})) - k^2 \epsilon_b \mathbf{E}^m(\mathbf{r}) 
- k^2 \theta(\mathbf{r})(\epsilon_i - \epsilon_b) \mathbf{E}^m(\mathbf{r}) \right] \otimes \gamma^m(\mathbf{r}') = \tilde{I} \delta^3(\mathbf{r} - \mathbf{r}'). \hspace{1cm} (A7)$$

This can be simplified using the defining equation for the eigenmodes, Eq. (A4), to yield

$$k^2 \sum_m (\epsilon_m - \epsilon_i) \theta(\mathbf{r}) \mathbf{E}^m(\mathbf{r}) \otimes \gamma^m(\mathbf{r}') = \tilde{I} \delta^3(\mathbf{r} - \mathbf{r}'). \hspace{1cm} (A8)$$
The unknowns can then be found by projecting onto an adjoint mode \( E^{m,\dagger}(r) \),
\[
k^2 \sum_m (\epsilon_m - \epsilon_i) \left\{ \int E^{m,\dagger}(r) \cdot \theta(r) E^m(r) dr \right\} \gamma^m(r') = \int E^{m,\dagger}(r) \delta^3(r - r') dr',
\]
and simplifying using the orthonormality relation between modes,
\[
\int E^{m,\dagger}(r) \cdot \theta(r) E^m(r) dr = \delta_{mm}. \tag{A9}
\]
This relation has been proven elsewhere [11]. By inserting \( \gamma^m(r') \) back into Eq. (A6), we obtain the desired expansion, Eq. (2). Note the similarity of this expression to the quasinormal mode expansion of Green’s tensor [46].

**APPENDIX B: DERIVATION OF EMITTED FIELDS**

We aim to calculate the tensor component \( \langle D^r_F p \rangle \), consisting of a product of two fields, defined in Eq. (8). We begin by inserting a generalized form of Eq. (1),

\[
\langle D^r_F p \rangle = \left[ i k Z_0 \int dr' G^{D,*}_{pq}(r, r') J_q(r') \right]^* \left[ i k Z_0 \int dr'' G^E_{pq}(r, r'') J_q(r'') \right]
= k^2 Z_0^2 \int dr' dr'' G^{D,*}_{pq}(r, r') G^E_{pq}(r, r'')(J_q(r'), J_q(r'')). \tag{B1}
\]

Thus, the field product reduces to
\[
\langle D^r_F p \rangle = \frac{4k^2 Z_0 \epsilon_i'((\omega))}{\pi} \int dr' \Theta(\omega, T) G^{D,*}_{pq}(r, r') G^E_{pq}(r, r'), \tag{B2}
\]
assuming that the imaginary part of permittivity \( \epsilon_i' \) remains uniform in the interior. At this point, we insert a generalized form of Eq. (2),

\[
G^E_{pq}(r, r') = \frac{1}{k^2} \sum_m \frac{E^m(r) E^{m,\dagger}(r')}{\epsilon_m - \epsilon_i}, \tag{B3}
\]
where \( F \) can represent either the electric or magnetic field. This yields
\[
\langle D^r_F p \rangle = \frac{4Z_0 \epsilon_i'((\omega))}{k\pi} \int dr' \Theta(\omega, T) \sum_m \sum_n \frac{D^m_{pq}(r) E^n_{pq}(r') F^m_F(r) E^{*n,\dagger}_F(r')}{(\epsilon_m - \epsilon_i)^2 (\epsilon_n - \epsilon_i)}
= \frac{4Z_0 \epsilon_i'((\omega))}{k\pi} \sum_m \sum_{m,n} \left\{ \frac{D^m_{pq}(r) E^n_{pq}(r') \int dr' \Theta(\omega, T) E^{n,\dagger}_q(r') E^m_{q,\dagger}(r')}{(\epsilon_m - \epsilon_i)^2 (\epsilon_n - \epsilon_i)} \right\}, \tag{B4}
\]
which concludes the derivation for 3D geometries.

In the main text, our numerical examples feature 2D inclusions with infinite translational symmetry along one direction. In this case, the formulation differs from Eq. (B4). For this derivation, we return to Eq. (B2), and take the Fourier transform along the \( z \) direction. We orient this direction along \( z \), while the in-plane coordinates are denoted by \( \mathbf{R} = (x, y) \). In this case, the 3D Green tensor is
related to the 2D Green tensor, $G^{2D}_l(q, R, R', \beta),$ 

$$G^{2D}_{lq}(r, r') = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\beta \ e^{i \beta (z-z')} G^{2D,2D,2D}_{lq}(R, R', \beta). \quad (B5)$$

Since we are interested in the radiation into the far field, we can limit the range of integration of $\beta$ to the light cone, i.e., from $-\omega/c$ to $\omega/c$. We proceed with

$$\langle D^* \ F_p \rangle = \frac{2k^3 Z_0 \epsilon_0 (\omega)}{\pi^2} \ \int \frac{d^3 r \ \Theta(\omega, T)}{n} \ G^{D,2D,2D}_{lq}(R, R', \beta) \ G^{D,2D,2D}_{pq}(R, R', \beta) \ G^{D,2D,2D}_{q}(R, R', \beta) \ . \quad (B6)$$

We assume that the temperature profile is not a function of $z'$, so the integration over $z'$ allows the elimination of the integral over $\beta'$. To complete the derivation, we need to use the specific expansions of 2D Green tensors in terms of the generalized normal modes (2), which in generalized form reads 

$$G^{2D,2D,2D}_{lq}(R, R', \beta) = \frac{1}{k^2} \ \sum_m \ \frac{E_{m}^{l}(R)E_{q}^{m,\dagger}(R')}{\epsilon_m - \epsilon_i}. \quad (B7)$$

The expansion, Eq. (B7), is identical to Eq. (B3), meaning that the same expression applies in 2D and 3D. The only distinction is whether the constituent modes are 2D or 3D. We have also suppressed the $\beta$ dependence on the right-hand side for brevity. As a side note, this is always a sum over a discrete set in the GENoME expansion, even for the radiating modes that we considered in Eq. (B5). This is one of the advantages of designating permittivity to be the eigenvalue. Finally, we substitute this generalized form into Eq. (B6) to give

$$\langle D^* \ F_p \rangle = \frac{2Z_0 \epsilon_0 (\omega)}{\pi^2} \ \int \frac{k^3 \ d\beta}{\pi} \ \int \frac{dR \ \Theta(\omega, T)}{n} \ \sum_m \ \sum_n \ \frac{D_{n,m}^{*,\dagger}(R) E_{n}^{m,\dagger}(R') \ E_{q}^{m,\dagger}(R')}{\epsilon_m - \epsilon_i} \ . \quad (B8)$$

APPENDIX C: SYMMETRY AND NONZERO COMPONENTS

We assume that the structure and temperature profiles in this paper possess certain symmetries, which compels certain components of the thermal fields to be zero. In particular, Eq. (8) and all subsequent results assume that both the rod and the temperature profile are invariant along the infinite $z$ direction. However, no assumptions are made regarding the cross-section profiles of the rod or of temperature. Nevertheless, this forces the $z$ component of the Poynting flux $P$ to be zero, and the only component of spin $S$ allowed to be nonzero is the $z$ component.

The proof of these statements begins by noticing that the integrals in Eqs. (11) and (12) run over both positive and negative $\beta$ values, so cancellation occurs if a given quantity is antisymmetric with respect to $\beta$. A mode associated with $\beta$ is the mirror image of the corresponding mode at $-\beta$, specifically a reflection about the $x-y$ plane. This means that the $E_z$ component of every mode flips sign, while $E_x$ and $E_y$ do not. Meanwhile, $H_z$ remains invariant under this reflection, while $H_x$ and $H_y$ do change sign, since magnetic fields are pseudovectors. The components of adjacent and complex conjugated modes also behave the same way under reflection.

We may apply this knowledge to deduce that the $z$ component of $P$ must be zero by symmetry. The integrand in Eq. (11) is comprised of three components: $d^{m,n}$, $f^{m,n}$, and $E^{m,n,*}(R) \times H^{n}(R)$. Firstly, $d^{m,n}$ is a scalar, and is invariant under reflection. Secondly, the quantity $f^{m,n} \propto E^{m,n,*} \cdot E^{n,\dagger}$ is also invariant, since it is composed of products such as $E_x^{m,n,*} E_x^{n,\dagger}$ where both components remain invariant, or the product $E_x^{m,n,*} E_y^{n,\dagger}$, which also remains invariant because both its components acquire a minus sign. Since these two quantities are invariant under reflection, the symmetry properties of $P$ is entirely determined by $E^{m,n,*}(R) \times H^{n}(R)$. A breakdown of its components reveals that its $r$ and $\theta$ components are invariant as $\beta \rightarrow -\beta$, so reflection symmetry does not impose any restrictions on these components. However, $z$ component changes sign as $\beta \rightarrow -\beta$, so the
two contributions cancel and the $z$ component of $\mathbf{P}$ must be zero by symmetry.

Similar arguments can be applied to show that only the $z$ component of $\mathbf{S}$ is allowed to be nonzero by symmetry. From Eq. (12), the integrand of $\mathbf{S}$ also consists of the two invariant quantities $d^{m,n}$ and $v^{m,n}$. So $\mathbf{S}$ is determined by the symmetry properties of $\mathbf{E}^{m,n} \times \mathbf{E}^n + \mathbf{H}^{m,n} \times \mathbf{H}^n$, which can be analyzed as described above.

APPENDIX D: VALIDATION OF THE METHOD

In the case of a circular cylinder, we may validate our results with analytic results from the published literature [35]. Such results were obtained in a very different way, via the reciprocity theorem and also cylindrical Mie theory, and so offers a suitable comparison. This geometry also possesses infinite rotational symmetry, and the fields of the eigenmode equation (A4) are available analytically, while the eigenvalues can be found via a root search [12].

For a detailed comparison, we consider the individual Fourier components of the radiated energy at a single frequency. In other words, we integrate the radiated power (11) over all radiation directions,

$$
\Phi(\omega) = \int d\hat{n} \cdot (\mathbf{P}(\mathbf{R}, \omega)) = \frac{\epsilon''(\omega)}{\pi^2 k} \int_{-k}^k d\beta \Phi_\beta(\omega),
$$

(D1)

where $\hat{n}$ is the unit normal to a closed contour in the 2D plane in $\mathbf{R}$. Here, $\Phi_\beta(\omega)$ is proportional to the power from all modes at a given $\beta$ and $\omega$. We thus plot the integrand in Eq. (D1) along with its leading factors, i.e., $\epsilon''(\omega) \Phi_\beta(\omega)/\pi^2 k$. Note that the integral of $\Phi(\omega)$ over all frequencies gives the power emitted per unit length of the cylinder, so $\Phi(\omega)$ has units of Wsm$^{-1}$.

As a specific example, we calculate the emission at a single wavelength from a cylinder of permittivity $\epsilon = 4.785 + 0.011i$ at temperature $T = 300$ K placed in a 0 K vacuum background. The radius of the cylinder as a ratio of the wavelength is $2\pi a/\lambda = 0.35$. In Fig. 6, we plot results for all propagation constants $\beta$ from 0 to $k = \omega/c$. The results are seen to agree well with the previously published result.


