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ABSTRACT

Scattering from anisotropic geometries of arbitrary shape is relatively difficult to interpret physically, involving the intricate interplay between material and geometric effects. Insights into complex scattering mechanisms are often enabled by modal methods that decompose the response into the well-understood multipolar resonances. Here, we extend the generalized normal mode expansion to lossy and anisotropic scatterers. Unique to the method is that it decomposes the total response of any anisotropic resonator into the modes of the corresponding isotropic resonator. This disentangles the material and geometric contributions to the scattering of any anisotropic resonator. Furthermore, the method can identify absorption and scattering resonances with separate sets of modes. We illustrate our method by considering an infinitely long cylinder with concentric metallic/dielectric layers, targeting the complex case of an effective hyperbolic response. We show that by scanning the material composition of the hyperbolic medium, we can achieve any desired scattering effect, including backscattering cancellation.
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I. INTRODUCTION

With the recent developments of metamaterials and metasurfaces, it has become imperative to develop new tools to understand the absorption and scattering properties of composite material nanoparticles.1–6 Assuming that the geometric parameters of the composite are small compared to the wavelength of the excitation wave, such materials can usually be described by a unique homogeneous anisotropic permittivity tensor.7,8 To develop such a tool, it is simpler but nevertheless challenging to begin with the study of two-dimensional scatterers with tensorial dielectric function.

Electromagnetic scattering by anisotropic cylinders is an old problem,7 which has been extensively investigated. Many solutions have been developed, including integral solutions for circular cylinders,10,11 a variational approach,12 surface integrals,13,14 Fourier domain,15 and coupled-dipole approximation.16 For the most complex cases, like lossy cylinders of arbitrary shape, some integral solutions have been proposed17,18 or one may still rely on finite differences time-domain (FDTD)19 and finite element methods20 to extract the optical properties of complex nanostructures. Although these methods are generally applicable, they do not provide physical insight into the resonant modes that are excited within the structure. Such modal decompositions for arbitrary materials have been developed only for simple geometries (e.g., circular cross section), where an exact expression for the eigenmodes is available in terms of vector cylindrical harmonics.21,22

More recently, it was shown that resonant states23 or quasi-normal modes24,25 may provide another route to obtaining a modal decomposition in the case of lossy (i.e., non-conservative) systems.
These modes have to be introduced to describe the radiative loss of the system to the background\cite{26} as well as any absorption losses. They are solutions of the source-free Helmholtz equation with complex eigenfrequencies. Although this formalism allows the treatment of anisotropic\cite{27,28} and bi-anisotropic materials,\cite{29} those modes form a complete basis inside the inclusion only, and outside, their amplitudes diverge exponentially. This divergence can be managed by taking into account the causality principle,\cite{30,31} by redefining the normalization based on perturbation theory\cite{32} or by enclosing the resonant structure by a perfectly matched layer.\cite{33} However, the implementation of these techniques requires skill and experience to avoid spurious and missing modes and is therefore slower than a solution of the scattering problem itself.\cite{34,35}

Alternatively, instead of setting frequency to be the eigenvalue for the source-free Helmholtz equation, we may set the eigenvalue to be one of the material properties of the inclusion, yielding permittivities\cite{36,37,38} or eigenconductivities.\cite{39} This generates a new orthogonal set of modes that decay rather than grow outside the structure and have a simple normalization.\cite{40} These modes have been widely used.\cite{35,36,37,38,39,41} For simple geometries (e.g., a slab, cylinder, sphere), analytical solutions of the eigenmodes are available.\cite{32,34,42} For more complicated geometries, one can always resort to a numerical approach.\cite{34,43} Clusters of scatterers can be treated with minimal overhead computations by the rigorous hybridization approach described in Refs. 48, 45, and 34.

The generalized normal mode expansion (GENOME)\cite{42} uses the eigenpermittivities to derive a modal decomposition of the scattering of lossy open-systems in the case of isotropic materials. In this paper, we extend GENOME to the case of anisotropic materials. We show how the modes of anisotropic structures can be obtained by expanding in terms of modes of an isotropic inclusion.\cite{44} We validate our method by comparing our results to Mie theory.\cite{45,46} Our method is then exploited to perform a modal analysis of the scattering from an infinite hyperbolic metamaterial cylinder with concentric metal/dielectric layers. By considering the coherent superposition of the scattered modes, new physical insight is revealed regarding the radiation properties of such structures, and we demonstrate how such materials can play an important role in the design of complex scattering functionalities, such as backscattering cancellation. This work will be the basis for the implementation of the method to more complicated anisotropic structures.

II. GENERALIZED NORMAL MODE EXPANSION

We consider an inclusion with an anisotropic material of permittivity $\varepsilon_i$ embedded in an isotropic medium $\varepsilon_b$ illuminated by an incident monochromatic wave $E_0$ [see Fig. 1(a)]. We can express the vector Helmholtz equation that governs its evolution over all space by introducing the indicator function $\theta(r)$ that is 1 inside the inclusion and 0 outside [see Fig. 1(b)],

$$\nabla \times \nabla \times E(r) - k^2 \varepsilon_b E(r) = i \omega \mu \sigma J(r) + k^2 \theta(r) \Delta \varepsilon E(r),$$

(1)

where $\Delta \varepsilon = \varepsilon_i - \varepsilon_b$ is the contrast in permittivity between the inclusion and the background. This contrast induces a polarization current density inside the inclusion, $k^2 \theta(r) \Delta \varepsilon E(r)$. Introducing the free space Green’s function, $\tilde{G}_0(r, r')$, the vector Helmholtz equation can be converted to the Lippman–Schwinger equation,

$$E(r) = E_b(r) + k^2 \int_V \theta(r') \tilde{G}_0(r, r') \Delta \varepsilon E(r') \, dr',$$

(2)

where $E_b(r) = i \omega \mu_0 \int_V \tilde{G}_0(r, r') J(r') \, dr'$ is the incident electric field generated by the source of free current $J(r)$. The second term on the right-hand-side of Eq. (2) corresponds to the scattered field generated by the polarization current.

Our aim is to construct a modal solution by defining a set of suitable modes to expand Eq. (2). To define an eigenvalue equation for modes of the anisotropic structure, $E_m$, we shall use the source-free (i.e., $E_b = 0$) version of the Lippmann–Schwinger equation (2), namely,

$$s_m E_m(r) = k^2 \int_V \theta(r') \tilde{G}_0(r, r') \Delta \varepsilon E_m(r') \, dr',$$

(3)

where $s_m$ is the associated eigenvalue. We shall call these modes, $E_m$, the target modes. Use of these modes is greatly expedited if they obey an orthornormality relation. This exists for isotropic materials, since the integral operator defined in Eq. (3) is symmetric because $\tilde{G}_0$ commutes with $\Delta \varepsilon I$. For an isotropic inclusion of the same shape, Eq. (3) can be reduced to the definition $s_m E_m = k^2 \int \theta(r') \tilde{G}_0(r, r') E_b(r') \, dr'$, where we have used $E_b$ to denote these isotropic modes. They form a complete orthonormal basis of modes\cite{32} for the bracket $\langle E_m | E_m \rangle = \int \theta(r) \tilde{E}_m(r) \cdot \tilde{E}_m(r) \, dr$. Despite the similarity, this is not an “inner product” on a Hilbert space, because it lacks conjugate symmetry and is not positive definite. However, these conditions are not necessary for defining an orthogonality relationship useful for projection. More formally, this bracket defines a symmetric bilinear form, but we shall simply refer to it as “overlap integral” for the remainder of the paper.

For anisotropic materials however, we must establish an alternative orthonormality relation. Green’s function $\tilde{G}_0(r, r')$ does not commute, in general, with the permittivity contrast $\Delta \varepsilon$, causing the integral operator (2) to be non-symmetric. Consequently, the target modes $E_m$ do not form an orthogonal basis of modes under the above overlap integral. We develop the appropriate alternative in
Appendix A: \( \langle E_m|\Theta_0|E_n \rangle \) = \( \int \Theta(r)E_m^*(r) \cdot \Delta \varepsilon E_n(r) \, dr \), where the operator \( \Theta_0 \) emphasizes the presence of the permittivity contrast \( \Delta \varepsilon \). The derivation of this new overlap integral imposes a condition on the types of \( \Delta \varepsilon \) that we may treat: the matrix square root of permittivity tensor must be complex symmetric. This condition is simple to verify numerically. In some cases, it can be formally proven to be true, such as for materials with orthogonal principal axes, whether lossless or lossy. Further details are provided in Appendix B. The target modes now form a complete set of orthogonal modes and can be used to solve the Lippmann–Schwinger equation for the total fields over all space using
\[
E(r) = E_0(r) + \sum_m E_m(r) \frac{s_m}{1 - s_m} \langle E_m|\Theta_0|E_0 \rangle,
\]
also derived in Appendix A.

However, one challenging task remains: finding the target modes by solving either the integral or differential equation that they satisfy. To overcome this issue, we re-expand the target modes in terms of modes of an isotropic inclusion of the same shape.\(^{52}\) We shall call the modes of the latter the basis modes, defined above as \( \tilde{E}_m(r) \). We expand \( E_0(r) = \sum_{\mu} c_{\mu,m} \tilde{E}_m(r) \), where the coefficients \( c_{\mu,m} \) can be found by solving the linear eigenvalue problem derived in Appendix A,
\[
s_m c_m = SVc_m.
\]

Here, \( V \) is the matrix of overlap integral between the modes of the isotropic inclusion, \( \langle E_m|\Theta_0|E_i \rangle \), and \( S \) is the diagonal matrix of eigenvalue \( s_m \) of the modes of the isotropic inclusion. Equation (5) is key to understanding how the modes of an anisotropic inclusion differ from the modes of an isotropic inclusion. For an isotropic inclusion, one can easily verify that the overlap matrix \( V \) is diagonal due to the orthogonality relation of the basis modes. In that case, there is no coupling between the modes. The isotropic case allows us to interpret the eigenvalue \( s_m \) in terms of eigenpermittivity \( \tilde{\varepsilon}_m \) as
\[
\tilde{\varepsilon}_m = \frac{1}{\tilde{\varepsilon}_m - \tilde{\varepsilon}_0}.
\]

Conversely, for anisotropic materials, the matrix of overlap integrals is not diagonal. Its off-diagonal terms result from the coupling between two different basis modes induced by the anisotropy. It is worth noting the coupling between basis modes with different symmetrical properties (e.g., symmetry forbidden in the isotropic case) may be allowed with anisotropic materials.

Furthermore, the anisotropy introduces a longitudinal component to the fields inside the inclusion. From Maxwell’s equations, we have \( \nabla \cdot \tilde{\varepsilon} E = 0 \), so, in general, the electric field is not divergence-free, i.e., \( \nabla \cdot E \neq 0 \). To ensure that the basis modes \( \tilde{E}_m(r) \) form a complete set and are able to account for the longitudinal component of the resulting electric fields \( E \), longitudinal basis modes must be considered, satisfying \( \nabla \cdot \tilde{E}_m = 0 \) inside the inclusion. Such longitudinal modes always exist, even in isotropic inclusions, but are not excited by far-field sources, though they are excited by near-field sources inside the inclusion. They are associated with the eigenpermittivity \( \tilde{\varepsilon}_m = 0 \) and a complete set can be constructed using the cavity modes of an electrostatic resonator of the same shape.\(^{52}\)

For practical applications, it is more convenient to compare the results from multiple simulations with different \( \tilde{\varepsilon} \) if Eq. (4) is re-written in terms of a common set of modes that have the same scattering patterns, i.e., the basis modes. In these terms, Eq. (4) becomes
\[
E(r) = E_0(r) + \sum_{\mu} y_{\mu} \tilde{E}_\mu(r),
\]
where \( y_\mu = \sum_{m} c_{\mu,m} \frac{s_m}{1 - s_m} \langle E_m|\Theta_0|E_0 \rangle \).

III. NUMERICAL SIMULATIONS OF HYPERBOLIC ANISOTROPIC INFINITE CYLINDER

A. Physical configuration

The procedure for treating anisotropic cylinders with arbitrary cross sections is first to find the modes of the isotropic inclusion. Examples for arbitrary cross section with isotropic materials can be found in Refs. 32 and 45 using commercial finite element software to compute the modes, and in Ref. 51 with a re-expansion approach. In the following, to exemplify our re-expansion approach for anisotropic materials, we consider a fairly simple geometry for which the modes of the isotropic equivalent are available analytically. We consider an infinitely long cylinder exhibiting hyperbolic behavior.

Hyperbolic metamaterials are characterized by complex permittivity tensors and are studied for their unusual optical properties. The patterning and nanostructuring of these materials is of great interest for realizing new types of optical functions.\(^{52,53}\) The dispersion relation in such a material is given by
\[
\frac{k_x^2}{\varepsilon_p} + \frac{k_y^2}{\varepsilon_p} = k_0^2,
\]
where \( k_{\phi,c} \) and \( k_p \) are the in-plane and out-of-plane components of the wavevector in the cylinder and the real part of the in-plane and out-of-plane components of the permittivity tensor have opposite signs, \( \Re(\varepsilon_{\phi,c}) \Re(\varepsilon_p) < 0 \). The domain where \( \Re(\varepsilon_{\phi,c}) > 0 \) is called type I and the domain where \( \Re(\varepsilon_{\phi,c}) < 0 \) is called type II.\(^{54}\)

In what follows, we shall consider an infinite cylinder along the z-axis with a circular cross section in the (x, y)-plane [Fig. 2(a)] of radius \( R = 90 \text{ nm} \). The cylindrical inclusion consists of concentric multilayers of silver\(^{29}\) and titanium oxide\(^{28}\) known to exhibit hyperbolic behavior in the visible range.\(^{55}\) We denote the filling factor of silver in the composite by \( p \). We assume that the layers are thin enough so that we can apply effective medium theory,\(^{56}\) resulting in a homogeneous uniaxial anisotropic system described in the cylindrical coordinate system,
\[
\varepsilon = \begin{pmatrix}
\varepsilon_x & 0 & 0 \\
0 & \varepsilon_{\phi,c} & 0 \\
0 & 0 & \varepsilon_{\phi,s} 
\end{pmatrix} \quad (p, \varepsilon_{\phi,c}, \varepsilon_{\phi,s}).
\]
\[ \varepsilon_f, z = \frac{p \varepsilon_{Ag} + (1/C_0) \varepsilon_{TiO_2}}{1}, \quad \varepsilon_r = \frac{1}{\varepsilon_{Ag} + 1/C_0} \]  

(10)

Here, we emphasize that (a) we do not consider the material to be lossless, so the permittivities of the titanium oxide \( \varepsilon_{TiO_2} \) and silver \( \varepsilon_{Ag} \) are complex; (b) we may treat media of any material dispersion relation, since we operate in the frequency domain and treat each frequency independently. We note also that the principal axes of the permittivity tensor form an orthogonal basis, so the condition of Appendix B on the material is satisfied. Additionally, we note the presence of a singularity in the dielectric function of Eq. (9) at the center of the cylinder (\( \rho = 0 \)) when expressed with Cartesian unit vectors \((e_x, e_y, e_z)\), since the permittivity tensor is constant in the cylindrical basis \((e_\rho, e_\phi, e_z)\) where \(e_\rho = \rho/\rho\).

The illumination source is chosen to be a monochromatic plane wave propagating along the \( x \)-direction with \( E_0 \) directed in the \( y \)-direction. The basis modes corresponding to the equivalent isotropic structure are determined analytically for the transverse modes \(^{44}\) and the longitudinal modes. \(^{42}\) The details of the derivation of the overlap integrals, \( \langle E_m(\theta_0)|E_0 \rangle \) in Eq. (7), between the modes and the incident field are presented in Appendixes C and D.

### B. Validating the re-expansion approach with COMSOL

To validate our model, we have compared the electric field generated by GENOME (7) with the solution given by Mie theory. \(^{49,50}\) The relative error between the Mie solution and GENOME (7) is evaluated using the \( L_2 \)-norm,

\[ \Delta \eta_R = \frac{\| \text{Re}(E_{\text{Mie}} - E_{\text{GENOME}}) \|_2}{\| \text{Re}(E_{\text{Mie}}) \|_2}, \]  

(11)

\[ \Delta \eta_I = \frac{\| \text{Im}(E_{\text{Mie}} - E_{\text{GENOME}}) \|_2}{\| \text{Im}(E_{\text{Mie}}) \|_2}. \]  

(12)
For this test, we consider the operating wavelength 470 nm and $p = 0.7$. The solution is computed twice. We first compute with a large amount of modes, so as to find the most significant modes of the modal decomposition, and then with only the selected modes for comparisons.\(^{57}\)

The convergence between Mie and our solutions is plotted in Fig. 2(b). Outside the cylinder, we observe respectable agreement between the two solutions, up to $-36$ dB. However, inside the cylinder, the convergence reaches only $-18$ dB. This difference can be seen in the field plot [Fig. 2(c)], where the difference is largest at the center of the cylinder, close to the singularity. Further convergence is impeded by the truncation of high radial order longitudinal modes, as shown in the map of the coefficient $\gamma_n$ [Fig. 2(d)]. The decay in the magnitudes of $\gamma_n$ with progressively higher radial order is slower for the longitudinal modes than for the transverse modes.\(^{57}\) The main issue in the convergence should be resolved by using a more realistic geometry with an isotropic core, thus removing the singularity but introducing a discontinuity.

### C. Application to hyperbolic metamaterials

We now use our method to study the scattering properties of a hyperbolic metamaterial cylinder with a radially anisotropic permittivity tensor. These structures have received much attention recently for realizing superscattering.\(^{59,60}\) In our example, the diameter of the cylinder is 180 nm and we shall tune the composition of silver ($p$) in the material.

To describe the modes, we adopt the convention for the modes of an optical fiber. Therefore, the modes are transverse electric $TE$ since the electric field is confined to the plane perpendicular to the axis of the cylinder. The superscripts $d$ and $p$ indicate whether the mode is dielectric or plasmonic, corresponding to a positive or negative real part of the eigenpermittivity ($\epsilon_m$), respectively, and the subscript denotes the azimuthal order of the mode. A visual representation of the modes $TE^d_0$, $TE^d_1$, $TE^p_1$, $TE^d_2$, and $TE^p_2$ is provided in Fig. 3. These modes can be associated with the excitation of magnetic or electric multi-poles. Plasmonic modes, defined by $\text{Re}(\epsilon_m) < 0$, are associated with electric fields that do not oscillate radially in the cylinder. In our case, they can be associated to the excitation of electric dipoles, $TE^p_1$ and electric quadrupole, $TE^p_2$. Conversely, dielectric modes are defined by $\text{Re}(\epsilon_m) > 0$ have their fields oscillate inside the cylinder. In our case, $TE^d_1$ and $TE^d_2$ are, respectively, a magnetic dipole and quadrupole since the internal electric field induce pairs of current loops (respectively, 1 and 2 pairs) with opposite circulation.

In Fig. 4, we first present the modal analysis for a purely isotropic cylinder. In the case of a purely dielectric cylinder ($p = 0$) [Fig. 4(a)], we observe three scattering peaks, at 360 nm, 420 nm,
and 560 nm, which correspond to the resonances of three dielectric modes. We note also that scattering behavior of the cylinder is dominated by the electric dipole $TE_p^1$. For the pure silver cylinder ($p = 1$) [Fig. 4(b)], we observe only one scattering resonance at 370 nm corresponding to the superposition of several higher order modes that are resonant around the same wavelength. Since the material is metallic, the incidence field is not strongly coupled to the dielectric modes.

We now consider the modal decomposition of the scattered field for a hyperbolic cylinder with a composition of $p = 0.4$, displayed in Fig. 5. In the first panel, we plot the in-plane and out-of-plane permittivities (10), which are characteristic to this type of composite material with the presence of epsilon-near-pole and epsilon-near-zeros. Both type I and type II hyperbolic media are present. On the second and third panels, we plot only the most significant basis modes of the decomposition of the scattered field (7), other modes being negligible. The longitudinal modes are denoted as $L$ with the azimuthal order as the subscript. Inspecting the second panel and the scattering spectrum, we may observe several scattering peaks. Two of them, at 356 nm and 390 nm, are in the type I domain. From the modal analysis, we can see that the material acts mainly as a dielectric in the type I domain since dielectric modes dominate the scattering response of the cylinder. Conversely, in the type II domain, the amplitudes of the dielectric modes drop considerably and the plasmonic modes become predominant, which confers the metallic character of the type II hyperbolic metamaterials. In the second panel, we also observe two dips in the scattering cross section, at 550 nm and 850 nm. These dips correspond to the coupling between the plasmonic modes and the longitudinal modes. The longitudinal modes, being confined within the cylinder, do not contribute to the scattering. However, resonances of the longitudinal components contribute to the generation of absorption peaks.

Additionally, by tuning the filling factor, $p$, of the material we can further control the spectral positions of scattering and absorption.

**FIG. 5.** Cylinder with diameter 180 nm and material with composition of silver $p = 0.4$. (a) Real part of the in-plane (red) and out-of-plane (blue) components of the effective permittivity tensor. The green and purple domains show the domains in which the material is hyperbolic type I or II, respectively. (b) Scattering cross section (blue area), corresponding to the left axis. The evolution of the coefficient $\gamma_\mu$ is represented by the curve respectively to the right axis. Only the transverse modes have been plotted. (c) Absorption cross section (red area) and coefficients of longitudinal modes (dashed lines). The coefficients $|\gamma_n|$ have been normalized by the most important mode.
applied the decomposition to study the scattering by a cylinder with hyperbolic concentric layers to yield insight into its scattering properties such as the absorption process and the cancellation of backscattering in a type I hyperbolic medium.

Our re-expansion method applied to anisotropic materials can already be used for a number of subsequent applications where the modes of the isotropic inclusion are already known, which paves the way for new developments in nanophotonics such as the design of new superscatters or enhancement of spontaneous emission.
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APPENDIX A: GENERALIZED NORMAL MODES EXPANSION FOR ANISOTROPIC SCATTERERS

1. Lippman–Schwinger equation and symmetrization

Let us consider an infinitely long inclusion with an anisotropic homogeneous permittivity tensor $\varepsilon^\ast$ embedded in an isotropic homogeneous background medium of permittivity $\varepsilon_0$ (Fig. 1). We define $\Delta \varepsilon = \varepsilon^\ast - \varepsilon_0$ to be the difference between the inclusion and the background permittivities.

For monochromatic wave illumination, Maxwell’s equations lead to the wave equation inside the inclusion,

$$\nabla \times \nabla \times E(r) - k^2 \varepsilon^\ast E(r) = i\omega \mu_0 j(r),$$

(A1)

and outside,

$$\nabla \times \nabla \times E(r) - k^2 \varepsilon_0 E(r) = i\omega \mu_0 j(r),$$

(A2)

with $k = \omega c$ being the wavevector in free space, $\omega$ the frequency, $\mu_0$ the free space permeability, $J$ the free current, and employing $e^{i\omega t}$ time harmonic variation throughout. Subtracting the term $k^2 \varepsilon_0 E$ from both sides of Eq. (A1), we introduce the indicator function $\theta(r)$ that is 1 inside the inclusion and 0 outside [see Fig. 1(b)] so that we can combine Eqs. (A1) and (A2) into

$$\nabla \times \nabla \times E(r) = i\omega \mu_0 j(r) + k^2 \varepsilon^\ast \Delta \varepsilon E(r),$$

(A3)

which is valid everywhere. In Eq. (A3), we treat the inclusion as a source term induced by the permittivity contrast, which is equivalent to the polarization current. The free space Green’s tensor $G_0(r, r')$ associated with the left-hand side of Eq. (A3) is the solution of

$$\nabla \times \nabla \times G_0(r, r') - k^2 \varepsilon_0 G_0(r, r') = \delta(r - r'),$$

(A4)

where $I$ is the identity matrix. The free space Green’s tensor can be used to write down a formal solution of Eq. (A3) as

$$G(r) = G_0(r) + \Gamma \delta(r - r'),$$

(A5)

which is the Lippman–Schwinger equation for electromagnetism. It was obtained by convolving the free-space Green’s tensor with the two terms on the right-hand-side of Eq. (A3). The first one

$$E_0(r) = i\omega \mu_0 \int_V G_0(r, r') j(r') dr'$$

(A6)

corresponds to the incident field generated by the source of free current $J$ while the second term is the scattered field generated by the polarization current. In the case of an isotropic inclusion, the permittivity tensor is a scalar multiple of the identity matrix, $\Delta \varepsilon = \Delta \varepsilon I$. Then, the permittivity in Eq. (A5) can be factorized out of the integral and the new operator becomes

$$\hat{\Gamma} E(r) = k^2 \Delta \varepsilon \int_V \theta(r') G_0(r, r') E(r') dr'.$$

(A7)

Here, we can make two observations. First, the linear operator $\hat{\Gamma}$ is symmetric under matrix transposition, and thus defines a set of orthogonal eigenmodes under the overlap integral

$$\int_V \theta(r) \hat{\Gamma} E_0(r) \hat{\Gamma} E_0(r) dr = \delta_{\mu\nu},$$

(A8)

where the superscript $\dagger$ denotes the adjoint mode and implies transposition without complex conjugation. Second, Eq. (A7) is
written in its integral form but the differential form is also known: it is the source-free Helmholtz equation,
\[
\nabla \times \nabla \times \mathbf{E}(r) - k^2 \varepsilon_b \mathbf{E}(r) = k^2 \Theta(r) \Delta \varepsilon \mathbf{E}(r).
\]

(A9)

The complication associated with anisotropic materials now becomes clear—the permittivity tensor and Green's tensors do not commute in general. Thus, the linear operator \( \Gamma \Theta_b \) defined in Eq. (A5) is non-symmetric, and its modes do not necessarily form an orthogonal basis according to the overlap integral (A8). From Eq. (A5), the modes \( E_m \) of the operator \( \Gamma \Theta_b \) are defined by
\[
s_m E_m = k^2 \int_V \Theta(r') G_{\mu}(r, r') \Delta \varepsilon E_m(r') dr',
\]
where \( s_m \) is the eigenvalue.

To overcome this issue, we exploit the symmetry of the permittivity tensor\(^{47} \) to symmetrize the operator \( \Gamma \Theta_b \) and define a new overlap integral that yields an orthogonality relation for the modes \( E_m \). Specifically, we introduce the square root \( R \) of the permittivity tensor,\(^{47} \) \( \Delta \varepsilon = RR \), and multiply Eq. (A10) by \( R \) from the left. This gives
\[
s_m R E_m(r) = k^2 \int_V \Theta(r') R G_{\mu}(r, r') R \varepsilon R E_m(r') dr'.
\]

(A11)

Introducing the temporary notation, \( F = RE \), Eq. (A11) becomes
\[
s_m F_m(r) = k^2 \int_V \Theta(r') R G_{\mu}(r, r') R F_m(r') dr'.
\]

(A12)

The new operator \( R G_{\mu}(r, r') R \) in Eq. (A12) is symmetric under transposition so its right eigenmodes, \( F_m \), define a complex orthonormal basis for the overlap integral,
\[
\int_V \Theta(r) F_{\mu}^* (r) F_m(r) dr = \delta_{\mu m}.
\]

(A13)

Therefore, from this analysis, we deduce that the modes \( E_m \) of the operator \( \Gamma \Theta_b \) satisfy the orthogonality relation
\[
\int_V \Theta(r) E_{\mu}^* (r) \Delta \varepsilon E_m(r) dr = \delta_{\mu m},
\]

(A14)

which defines the overlap integral appropriate to our problem. Using the bracket notation, the overlap integral is denoted \( \langle E_{\mu} \langle \Theta_b E_m \rangle \rangle \), where \( \Theta_b \) is the operator associated with the step function \( \Theta \) and the permittivity tensor \( \Delta \varepsilon \) and Eq. (A10) can be written as
\[
s_m |E_m \rangle = \Gamma \Theta_b |F_m \rangle.
\]

(A15)

At this point, the differential form of Eq. (A15) remains unknown, and it is complicated to directly construct the set of orthogonal modes for anisotropic materials. In order to overcome this limitation, we show below how to use the known modes of an isotropic inclusion of the same shape to construct an orthonormal set of new modes using the re-expansion method.\(^{42} \)

2. The re-expansion method

a. Derivation of the re-expansion eigenvalue problem

Let us consider an inclusion composed of material with an isotropic permittivity \( \varepsilon_b \) and having the exact same shape as our anisotropic inclusion of interest. In the absence of free current sources, the vector Helmholtz equation for the isotropic case, Eq. (A3), becomes
\[
\nabla \times \nabla \times \mathbf{E}_b(r) - k^2 \varepsilon_b \mathbf{E}_b(r) = \frac{1}{\sigma_i} \Theta(r) k^2 \varepsilon_b \mathbf{E}_b(r),
\]

(A16)

where \( \frac{1}{\sigma_i} = \varepsilon_b / (\varepsilon_b - \varepsilon_b) \) is the Bergman spectral parameter\(^{38} \) and corresponds to the eigenvalue associated with the mode \( E_b \).

Since \( \bar{E}_b \) forms a complete set inside the inclusion,\(^{32} \) we decompose the modes of the anisotropic inclusion,\(^{42} \) also called the target modes, in terms of modes of the isotropic inclusion
\[
E_m(r) = \sum_{\mu} c_{\mu m} \bar{E}_\mu(r).
\]

(A17)

These modes satisfy
\[
\nabla \times \nabla \times E_m(r) - k^2 \varepsilon_b E_m(r) = \frac{1}{s_m} \Theta(r) k^2 \Delta \varepsilon E_m(r).
\]

(A18)

Inserting the decomposition of the target modes (A17) in Eq. (A18) yields
\[
\sum_{\mu} c_{\mu m} \left[ \nabla \times \nabla \times \bar{E}_\mu(r) - k^2 \varepsilon_b \bar{E}_\mu(r) \right] = \frac{1}{s_m} \Theta(r) k^2 \Delta \varepsilon \sum_{\mu} c_{\mu m} \bar{E}_\mu(r).
\]

(A19)

We replace the terms in the brackets on the left-hand side of Eq. (A19) by the right-hand-side of Eq. (A16). This leads to
\[
\sum_{\mu} c_{\mu m} \frac{1}{s_B} \Theta(r) k^2 \varepsilon_b \bar{E}_\mu(r) = \frac{1}{s_m} \Theta(r) k^2 \Delta \varepsilon \sum_{\mu} c_{\mu m} \bar{E}_\mu(r).
\]

(A20)

Then, we project Eq. (A20) along one of the basis modes \( \bar{E}_\nu \) and use the orthogonality relationship Eq. (A8). This yields
\[
c_{\nu m} \varepsilon_b - \frac{1}{s_B} \sum_{\mu} c_{\nu m} \int_V \Theta(r) \bar{E}_\nu^* (r) \varepsilon B \bar{E}_\mu(r) dr.
\]

(A21)

We recognize on the right-hand-side of Eq. (A21) the overlap integral between the modes \( \bar{E}_\nu \) and \( \bar{E}_\mu \),
\[
\nu_{\mu} = \int_V \Theta(r) \bar{E}_\nu^* (r) \varepsilon B \bar{E}_\mu(r) dr,
\]

(A22)

which represents the mixing between the modes of the isotropic inclusion due to the anisotropy of the material.
We rewrite Eq. (21) as
\[ s_m c_{\nu m} = \frac{\gamma^2}{\epsilon_b} \sum_m c_{\mu m} v_{\mu \nu}, \]  
(A23)
which using matrix notation is
\[ s_m c_m = S V c_m, \]  
(A24)
with \( S = 1/(\epsilon_b) \text{diag}[\gamma^2] \) and \( V = [v_{\nu \mu}] \), the overlap integral matrix.

b. The total electric field

Using the modes obtained, we now solve the Lippmann–Schwinger equation (2) for a given incident field. Using the bracket notation introduced in Subsection 1 of Appendix A, Eq. (A5) can be rewritten as
\[ |E| = |E_0| + \Gamma \hat{\Theta}_x |E|. \]  
(A25)
By inverting this relation, we can express the field \( |E| \) as a function of the incident field, namely,
\[ |E| = (1 - \Gamma \hat{\Theta}_x)^{-1} |E_0|. \]  
(A26)
The set of eigenmodes \( E_m \) forms a complete orthonormal basis inside the inclusion\(^\text{12} \) for the overlap integral (A14); therefore, we can write the following identity:
\[ I = \sum_m |E_m \rangle \langle E_m | \hat{\Theta}_x. \]  
(A27)
By multiplying on the right by \( |E| \), we have inside the inclusion
\[ |E| = \sum_m |E_m \rangle \langle E_m | \hat{\Theta}_x |E_0\rangle. \]  
(A28)
We substitute the term \( |E| \) on the right-hand-side of Eq. (A28) by its expression (A26), so that
\[ |E| = \sum_m |E_m \rangle \langle E_m | (1 - \Gamma \hat{\Theta}_x)^{-1} |E_0\rangle. \]  
(A29)
The operator in the bracket can be rearranged via
\[ \hat{\Theta}_x (1 - \Gamma \hat{\Theta}_x)^{-1} = [(1 - \Gamma \hat{\Theta}_x) \hat{\Theta}_x^{-1}]^{-1} = \hat{\Theta}_x (1 - \hat{\Theta}_x \Gamma)^{-1}\hat{\Theta}_x, \]  
(A30)
We then apply the operator \( (1 - \Gamma \hat{\Theta}_x)^{-1} \) to the adjoint \( \langle E_m | \) so that inside the inclusion we have
\[ |E| = \sum_m |E_m \rangle \frac{1}{1 - s_m \langle E_m | \hat{\Theta}_x |E_0\rangle}, \]  
(A31)
whereas in order to get the field in all space, we insert (A31) into (A25) such that
\[ |E| = |E_0| + \sum_m |E_m \rangle \frac{s_m}{1 - s_m \langle E_m | \hat{\Theta}_x |E_0\rangle}. \]  
(A32)
Equation (A32) gives the modal decomposition of the total field in terms of the target modes \( |E_m \rangle \), with the scattered field represented by the sum over modes. The coefficients of this decomposition\(^\text{32} \) are expressed by the product of the detuning factor, \( s_m/(1 - s_m)\)\(^\text{12} \) and the projection \( \langle E_m | \hat{\Theta}_x |E_0\rangle \), which represents the excitation of each mode by the incident source.

c. Orthogonality and adjoint modes

For geometries with degenerate modes, the relationship between the adjoint modes and direct modes is more intricate. A more detailed discussion can be found in Ref. 42. Here, we recall the main findings. The adjoint of the modes of the isotropic inclusion can be found by applying the following transformation:
\[ \tilde{E}_\mu (r, \phi, z) = E_\mu (r, -\phi, -z). \]  
(A33)
Therefore, to fully determine the adjoint of the target modes, we must express the coefficients \( b_{\mu m} \) of the linear decomposition of the adjoint mode in the basis of modes of the isotropic inclusion
\[ E_\mu^*(r) = \sum \mu b_{\mu m} \tilde{E}_\mu (r). \]  
(A34)
The overlap integral matrix and the matrix of eigenvalue of isotropic inclusion do not commute, in general, which means that the linear coefficients of the adjoint mode decomposition are not the left eigenvectors of Eq. (A24). However, by writing the modes in a base of \( \begin{pmatrix} \cos m\theta \sin m\theta \end{pmatrix} \end{pmatrix} \) instead of the exponential base \( \begin{pmatrix} e^{im\theta} e^{-im\theta} \end{pmatrix} \), it is possible to solve Eqs. (A24) and (A35) at the same time since \( V = V^T \).

APPENDIX B: CONDITIONS ON THE MATERIALS

We now consider the restrictions imposed by the assumptions in Appendix A 1 on the anisotropic permittivity tensors that may be treated in our formulation. We introduced the square root of the permittivity tensor \( \hat{R} \) in order to define the overlap integral (A14). For our method to be applicable, this square root \( \hat{R} \) must exist and be complex symmetric.

Many types of reciprocal media satisfy this requirement, and it is easily verified numerically. We do not exhaustively enumerate every type of medium which satisfies this requirement, but we prove that one type always does: biaxial anisotropic materials with orthogonal principal axis. For such materials, the permittivity
The tensor can be diagonalized by a series of rotations, i.e.,

$$\Delta \epsilon = P \Delta \epsilon P^{-1}, \quad \Delta \epsilon P = P \Delta \epsilon.$$

(\text{B1})

In this case, the square root $\Delta$ is given by $\Delta = \sqrt{P \Delta \epsilon P}$, clearly, $\Delta$ is symmetric.

Furthermore, for non-reciprocal materials, the permittivity tensor is not symmetric.\(^6^6\) For example, with magneto-optic materials, also called gyrotropic materials, where there is no loss the permittivity tensor is complex and Hermitian.\(^6^7\) More precisely, the off-diagonal terms of the permittivity tensor are pure imaginary with opposing signs, $\epsilon_{xy} = -\epsilon_{yx} = i\rho$. Thus, the permittivity tensor satisfies Eq. (B1) with instead $P = \Delta P$. Therefore, the square roots of the permittivity tensor are Hermitian, so not symmetric. We emphasize that there is no restriction on the imaginary part of the permittivity tensor so that scattering properties of lossy materials can be studied.

APPENDIX C: OVERLAP INTEGRALS

The overlap integral between the modes is calculated via

$$w_{r,v} = \int_{V} \theta(r) \tilde{E}_{r}(r) \cdot \Delta \tilde{E}_{v}(r) dr.$$  

(C1)

So, the integrand in the right-hand-side of (C1) is a dot product of two vectors $\tilde{E}_{r}$ and $\Delta \tilde{E}_{v}$ that are expressed in the cylindrical base. However, for the following derivation, it is easier to express them in the rotational basis,

$$\tilde{e}_{r} = \frac{1}{\sqrt{2}} (\epsilon^{i\phi} \tilde{e}_{\phi} + \epsilon^{i\phi} \tilde{e}_{\phi}), \quad \tilde{e}_{-} = \frac{1}{\sqrt{2}} (\epsilon^{i\phi} \tilde{e}_{\phi} - \epsilon^{i\phi} \tilde{e}_{\phi}).$$  

(C2)

1. Transverse modes

From Ref. \(^4^4\), we express the $m$-modes of the electric field inside the cylinder in a cylindrical base,

$$E_{r} = \left( C_{r}^{m} \frac{\tau B}{\tau} J_{r}(\alpha_{r} r) - C_{r}^{m} \frac{i \rho}{\tau} J_{r}(\alpha_{r} r) \right) e^{i\phi} e^{ibz},$$  

(C3)

$$E_{\phi} = \left( -C_{r}^{m} \frac{\tau B}{\tau} J_{r}(\alpha_{r} r) - C_{r}^{m} \frac{i \rho}{\tau} J_{r}(\alpha_{r} r) \right) e^{i\phi} e^{ibz},$$  

(C4)

$$E_{z} = C_{r}^{m} J_{r}(\alpha_{r} r) e^{i\phi} e^{ibz}. $$  

(C5)

To express this mode in the rotational basis, we project $\Delta \tilde{E}_{r}$ onto $\tilde{e}_{r}$ yielding

$$\tilde{E}_{r}^{\pm} = \left[ \epsilon_{\rho} + \epsilon_{\phi \phi} \right] C_{r}^{m} J_{r-1}(\alpha_{r} r) + \left[ \epsilon_{\rho} - \epsilon_{\phi \phi} \right] C_{r}^{m} J_{r+1}(\alpha_{r} r) \right] \times e^{i(z+1)\phi} e^{ibz}.$$  

(C6)

where we have defined the coefficient,

$$C_{r}^{-} = \frac{1}{\alpha_{r} \sqrt{2}} (i \beta C_{r}^{m} - \kappa \mu C_{r}^{m}), $$  

(C7)

$$C_{r}^{+} = \frac{1}{\alpha_{r} \sqrt{2}} (i \beta C_{r}^{m} + \kappa \mu C_{r}^{m}). $$  

(C8)

In a similar way, we project the $\Delta \tilde{E}_{\phi}$ onto $\tilde{e}_{\phi}$ and we obtain

$$\tilde{E}_{\phi}^{\pm} = \left[ \epsilon_{\rho} + \epsilon_{\phi \phi} \right] C_{r}^{m} J_{r-1}(\alpha_{r} r) + \left[ \epsilon_{\rho} - \epsilon_{\phi \phi} \right] C_{r}^{m} J_{r+1}(\alpha_{r} r) \right] \times e^{i(z+1)\phi} e^{ibz}. $$  

(C9)

The adjoint form of the modes is written as \(^4^4\)

$$\tilde{E}_{r}^{\pm} = \left[ \epsilon_{\rho} + \epsilon_{\phi \phi} \right] C_{r}^{m} J_{r-1}(\alpha_{r} r) + \epsilon_{\rho} - \epsilon_{\phi \phi} C_{r}^{m} J_{r+1}(\alpha_{r} r) \right] \times e^{i(z+1)\phi} e^{ibz}, $$  

(C10)

where

$$C_{r}^{+} = -C_{r}^{-}, \quad C_{r}^{m} = -C_{r}^{m}. $$  

(C11)

2. Longitudinal modes

The longitudinal modes are expressed\(^\pm^\) by

$$E_{r} = \frac{1}{2} L_{r} \alpha_{r} [J_{r-1}(\alpha_{r} r) - J_{r+1}(\alpha_{r} r)] e^{i\phi} e^{ibz}, $$  

(C12)

$$E_{\phi} = \frac{1}{r} J_{r}(\alpha_{r} r) e^{i\phi} e^{ibz}, $$  

(C13)

$$E_{z} = i \beta L_{r} \alpha_{r} e^{i\phi} e^{ibz}. $$  

(C14)

So, in the rotational basis,

$$E_{r}^{\pm} = \left[ \frac{\epsilon_{\rho} - \epsilon_{\phi \phi}}{2} \right] D_{r}^{\pm} J_{r-1}(\alpha_{r} r) \epsilon^{i(z+1)\phi} e^{ibz}, $$  

(C15)

where

$$D_{r}^{-} = \frac{\alpha_{r} \sqrt{2}}{2}, $$  

(C16)

$$D_{r}^{+} = -\frac{\alpha_{r} \sqrt{2}}{2}. $$  

(C17)
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and

\[ E_{\nu}^{\tau} = \left( \frac{e^\mu + e^\nu}{2} \right) D_{\nu}^{J_{\nu-1}}(\alpha \nu, \tau) + \left( \frac{e^\mu - e^\nu}{2} \right) D_{\nu}^{J_{\nu+1}}(\alpha \nu, \tau) \right] e^{i(\nu - \nu')\phi} e^{i\beta \tau}. \]

(C18)

The adjoint mode is calculated as

\[ E_{\nu}^{\tau} = D_{\nu}^{J_{\nu-1}}(\alpha \nu, \epsilon \nu) e^{i(\nu - \nu')\phi} e^{i\beta \tau}, \]

where

\[ D_{\nu}^{J_{\nu}} = D_{\nu}^{J_{\nu-1}}. \]

(C20)

The first two terms on the left-hand side of the Eq. (C22) are

\[ E_{\nu}^{\tau} = C_{\nu}^{a} \epsilon_{J_{\nu-1}}(\alpha \nu, \tau) e^{i\beta \tau} e^{i\nu \phi}. \]

(C23)

We integrate Eq. (C22) over the cross section of the cylinder, i.e.,

\[ \int \int_{E_{\nu}^{\tau}} E_{\nu}^{\tau} \cdot \Delta E_{\nu}^{\tau} = \int_{0}^{2\pi} \int_{0}^{\pi} \left( \hat{E}_{\nu}^{\tau} \cdot E_{\nu}^{\tau} + \hat{E}_{\nu}^{\tau} \cdot \hat{E}_{\nu}^{\tau} + \hat{E}_{\nu}^{\tau} \hat{E}_{\nu}^{\tau} \right) r d\theta dr. \]

(C24)

In Eq. (C24), we separate the integrals over the \( r \) and \( \theta \). The angular integrals are identically zero except for \( n = m \). Therefore, we can rewrite Eq. (C24) as

\[ \int \int \left( \hat{E}_{\nu}^{\tau} \cdot \Delta E_{\nu}^{\tau} \right) = \int_{0}^{2\pi} \int_{0}^{\pi} \left( \hat{E}_{\nu}^{\tau} \cdot E_{\nu}^{\tau} + \hat{E}_{\nu}^{\tau} \cdot \hat{E}_{\nu}^{\tau} + \hat{E}_{\nu}^{\tau} \hat{E}_{\nu}^{\tau} \right) r d\theta dr. \]

(C25)

where \( I_{\nu}(\alpha, \nu, a) = 2\pi \int_{0}^{\pi} \hat{r}_{\nu}(\alpha \nu, \nu \nu) I_{\nu}(\nu \nu) d\theta \).

**APPENDIX D: THE INCIDENT PLANE WAVE**

We consider a plane wave incident on the cylinder in the direction \( k = \beta \hat{z} + \alpha \hat{x} \). The electric field can be written as

\[ E_{0} = (E_{0x}^{x} \hat{x} + E_{0y}^{y} \hat{y} + E_{0z}^{z} \hat{z}) e^{i(\alpha \cos \phi + \beta \tau)} \]

(D1)
where $E'_0 = 0$ for $p$-polarized incident wave, and $E'_0 = E''_0 = 0$ for $s$-polarization. In the cylindrical basis of vectors, it is rewritten as

$$E_0 = (E'_0 \cos \phi + E'_0 \sin \phi) \hat{e}_\rho e^{i(\alpha \cos \phi + \beta z)} + (-E'_0 \sin \phi + E'_0 \cos \phi) \hat{e}_\phi e^{i(\alpha \sin \phi - \beta z)} + E''_0 \hat{e}_z e^{i(\alpha \cos \phi + \beta z)}. \quad (D2)$$

Using the Jacobi–Anger expansion\textsuperscript{64}

$$e^{i\alpha \cos(\phi)} = \sum_{\tau} i^{\tau} J_\tau(\alpha) e^{i\tau \theta}, \quad (D3)$$

each mode of the plane wave expansion becomes

$$\Delta^+ \tilde{E}_0 = \sum_{\tau} i^{\tau} J_\tau(\alpha) \left[ (E'_0 \cos \phi + E'_0 \sin \phi) \hat{e}_\rho + \epsilon_\phi, (E'_0 \sin \phi + E'_0 \cos \phi) \hat{e}_\phi + \epsilon_\rho \right] e^{i(\alpha \cos \phi + \beta z)} + E''_0 \hat{e}_z e^{i(\alpha \cos \phi + \beta z)}. \quad (D4)$$

Therefore, by writing it in the rotational basis,

$$\Delta^+ \tilde{E}_0 \cdot \hat{e}_+ = \frac{1}{2\sqrt{2}} \sum_{\tau} i^{\tau} J_\tau(\alpha)(e_\rho - \epsilon_\phi)(E'_0 - iE'_0) \times e^{i(\tau + 1) \phi} e^{i\beta z}$$

$$+ \frac{1}{2\sqrt{2}} \sum_{\tau} i^{\tau} J_\tau(\alpha)(\epsilon_\rho + e_\phi)(E'_0 + iE'_0) \times e^{i\phi} e^{i\beta z}. \quad (D5)$$

Similarly,

$$\Delta^+ \tilde{E}_0 \cdot \hat{e}_- = \frac{1}{2\sqrt{2}} \sum_{\tau} i^{\tau} J_\tau(\alpha)(e_\rho + \epsilon_\phi)(E'_0 - iE'_0) \times e^{i\tau \phi} e^{i\beta z} + \frac{1}{2\sqrt{2}} \sum_{\tau} i^{\tau} J_\tau(\alpha)(e_\rho - \epsilon_\phi)(E'_0 + iE'_0)$$

$$\times e^{i(\tau - 1) \phi} e^{i\beta z}. \quad (D6)$$

So, for each mode, we have to calculate the integral of product of $\tilde{E}_+^b$ by $\Delta^- E_0$,

$$\tilde{E}_+^1 E_0^+ = \frac{1}{2\sqrt{2}} C^1_0 (e_\rho - \epsilon_\phi)(E'_0 - iE'_0) \sum_{\tau} i^{\tau} J_{\tau+1}(\alpha, r) J_{\tau}(\alpha) e^{-i(\tau + 1) \phi} e^{i(\tau + 1) \phi}$$

$$+ \frac{1}{2\sqrt{2}} C^1_0 (e_\rho + \epsilon_\phi)(E'_0 + iE'_0) \sum_{\tau} i^{\tau} J_{\tau+1}(\alpha, r) J_{\tau}(\alpha) e^{i(\tau + 1) \phi} e^{i\tau \phi}, \quad (D9)$$

$$\tilde{E}_+^1 E_0^- = \frac{1}{2\sqrt{2}} C^1_0 (e_\rho + \epsilon_\phi)(E'_0 - iE'_0) \sum_{\tau} i^{\tau} J_{\tau-1}(\alpha, r) J_{\tau}(\alpha) e^{-i(\tau - 1) \phi} e^{i\tau \phi}$$

$$+ \frac{1}{2\sqrt{2}} C^1_0 (e_\rho - \epsilon_\phi)(E'_0 + iE'_0) \sum_{\tau} i^{\tau} J_{\tau-1}(\alpha, r) J_{\tau}(\alpha) e^{i(\tau - 1) \phi} e^{i(\tau - 1) \phi}, \quad (D10)$$

$$\tilde{E}_+^z E_0^- = C^z_0 \epsilon_\rho \epsilon_\phi E_0 \sum_{\tau} i^{\tau} J_\tau(\alpha, r) J_{\tau}(\alpha) e^{-i\phi} e^{i\beta z}. \quad (D11)$$
The integral is then,
\[
\int_0^\infty \int_0^{2\pi} E_{\nu}^{\alpha} E_0^{\alpha \nu} \, r \, d\theta \, dr = i^{\nu-1} C_{\nu}^{\nu, +} E_{\nu}^{\alpha} E_0^{\alpha \nu} \frac{\epsilon_{\nu}^{\nu} - \epsilon_{\nu}^{\nu} E_0^{\nu} - i E_0^{\nu}}{2 \sqrt{2}} I_{\nu-1, \nu-1}(\alpha, \alpha, a) \\
+ i^{\nu+1} C_{\nu}^{\nu, -} E_{\nu}^{\alpha} E_0^{\alpha \nu} \frac{\epsilon_{\nu}^{\nu} + \epsilon_{\nu}^{\nu} E_0^{\nu} + i E_0^{\nu}}{2 \sqrt{2}} I_{\nu+1, \nu+1}(\alpha, \alpha, a),
\]
(D12)
\[
\int_0^\infty \int_0^{2\pi} E_{\nu}^{\alpha} E_0^{\alpha \nu} \, r \, d\theta \, dr = i^{\nu-1} C_{\nu}^{\nu, +} E_{\nu}^{\alpha} E_0^{\alpha \nu} \frac{\epsilon_{\nu}^{\nu} - \epsilon_{\nu}^{\nu} E_0^{\nu} - i E_0^{\nu}}{2 \sqrt{2}} I_{\nu-1, \nu-1}(\alpha, \alpha, a) \\
+ i^{\nu+1} C_{\nu}^{\nu, -} E_{\nu}^{\alpha} E_0^{\alpha \nu} \frac{\epsilon_{\nu}^{\nu} + \epsilon_{\nu}^{\nu} E_0^{\nu} + i E_0^{\nu}}{2 \sqrt{2}} I_{\nu+1, \nu+1}(\alpha, \alpha, a),
\]
(D13)
\[
\int_0^\infty \int_0^{2\pi} E_{\nu}^{\alpha} E_0^{\alpha \nu} \, r \, d\theta \, dr = E_{\nu}^{\nu} C_{\nu}^{\nu} E_0^{\nu \nu} \frac{\epsilon_{\nu}^{\nu} - \epsilon_{\nu}^{\nu} E_0^{\nu} - i E_0^{\nu}}{2 \sqrt{2}} I_{\nu-1, \nu-1}(\alpha, \alpha, a).
\]
(D14)
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