Comb-like Turing patterns embedded in Hopf oscillations: Spatially localized states outside the 2:1 frequency locked region

Paulino Monroy Castillero$^{1,a)}$ and Arik Yochelis$^{2,b)}$

1 Instituto de Ciencias Físicas, Universidad Nacional Autónoma de México, Cuernavaca 62210, Mexico
2 Department of Solar Energy and Environmental Physics, Swiss Institute for Dryland Environmental and Energy Research, Blaustein Institutes for Desert Research (BIDR), Ben-Gurion University of the Negev, Sede Boqer Campus, 8499000 Midreshet Ben-Gurion, Israel

(Received 25 February 2017; accepted 6 April 2017; published online 21 April 2017)

A generic mechanism for the emergence of spatially localized states embedded in an oscillatory background is demonstrated by using a 2:1 frequency locking oscillatory system. The localization is of Turing type and appears in two space dimensions as a comb-like state in either π phase shifted Hopf oscillations or inside a spiral core. Specifically, the localized states appear in absence of the well known flip-flop dynamics (associated with collapsed homoclinic snaking) that is known to arise in the vicinity of Hopf-Turing bifurcation in one space dimension. Derivation and analysis of three Hopf-Turing amplitude equations in two space dimensions reveal a local dynamics pinning mechanism for Hopf fronts, which in turn allows the emergence of perpendicular (to the Hopf front) Turing states. The results are shown to agree well with the comb-like core size that forms inside spiral waves. In the context of 2:1 resonance, these localized states form outside the 2:1 resonance region and thus extend the frequency locking domain for spatially extended media, such as periodically driven Belousov-Zhabotinsky chemical reactions. Implications to chloride-iodide-malonic-acid and shaken granular media are also addressed. Published by AIP Publishing.
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Experiments with the oscillatory chlorite-iodide-malonic-acid (CIMA) chemical reaction have demonstrated that spiral waves can exhibit a finite size stationary core, a.k.a. dual-mode spiral waves. The behavior had been attributed to a competition between the coexisting oscillatory (Hopf) and stationary periodic (Turing) instabilities through analysis in one-space dimension (1D). Specifically, localized stationary solutions have shown to emerge in between π−shifted oscillations and thus, assumed to explain the spiral core where the amplitude of oscillations vanishes. Yet, numerical simulations indicate that spatially localized comb-like states in 2D form outside the coexistence region that is obtained in 1D. Consequently, a distinct mechanism is derived via a weakly nonlinear analysis near the Hopf-Trüing bifurcation in 2D and shown to well agree with numerical simulations. Moreover, the results are discussed in the context of 2:1 frequency locking and show that resonant localized patterns extend the standard frequency locking region. Consequently, the study suggests distinct control and design features to spatially extended oscillatory systems.

I. INTRODUCTION

Chemical reactions are frequently being used as case models to elucidate generic and rich mechanisms of spatiotemporal dynamics, such as the spatially periodic Turing patterns, spiral wave dynamics, domain walls, and spot replication$^{1–4}$ (and the references therein) by providing insights into mathematical mechanisms (e.g., linear, nonlinear, absolute, and convective instabilities) that give rise to pattern selection.$^{5–7}$ Among the more popular and exploited reactions are Belousov-Zhabotinsky and chlorite-iodide-malonic-acid (CIMA).$^{6,8}$ Besides interest in chemical controls,$^{6,9–11}$ these reactions are also used as phenomenological models for biological and ecological systems, examples of which include morphogenesis, cardiac arrhythmia, and vegetation in semi-arid regions.$^{5,8,12,13}$

An intriguing type of pattern formation phenomenon, demonstrating stationary spatial localization embedded in an oscillatory background, has been found experimentally in the CIMA reaction.$^{14}$ Such localized states have been observed in one- and two-space dimensions (1D and 2D, respectively),$^{15,16}$ and attributed to a Turing core emerging in an oscillating Hopf background. In 1D the oscillatory background obeyed phase shifts of π, a behavior that is typical in the vicinity of a codimension-2 bifurcation,$^{14,17,18}$ a.k.a. a flip-flop behavior or “1D-spiral.”$^{19–21}$ The 2D localization was attributed to the phase singularity that forces a vanishing Hopf amplitude and thus in turn emergence of a Turing state.$^{14,17,18}$ In the mathematical context, it was shown that the spatial localization in the 1D Hopf-Turing bifurcation$^{17,22}$ bears a similarity to the spatial localization mechanism in systems with a finite wavenumber instability due to the homoclinic snaking structure.$^{22}$

In this study, we focus on spatially localized comb-like structures in 2D, see for example, Fig. 1(a). We show that these localized states emerge via an alternative pinning mechanism over a much wider range of parameters and specifically, in a region where 1D homoclinic snaking is absent.
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We exploit the context of frequency locking and show that the Hopf-Turing localization in 2D further extends the resonant behavior outside the resonance tongue. The paper is organized as follows: in the rest of Section I, we briefly discuss the phenomenology of spatially extended Hopf-Turing patterns and their impact on the 2:1 resonance outside the classical locking region; in Section II, we overview the 1D reduction of (1) and reproduce well the flip-flop behavior of planar 2D Hopf-Turing oscillations. Then in Section III, we provide an alternative mechanism for localized comb-like states in 2D by deriving and analyzing three amplitude equations that represent a Hopf mode and two perpendicular Turing modes; then in Section IV, we exploit these insights to explain the comb-like spatial core; finally, we conclude in Section V.

A. Coexistence of periodic stationary and temporal patterns: Hopf-Turing bifurcation

Consider a general reaction-diffusion type system

$$\frac{\partial \tilde{u}}{\partial t} = f(\tilde{u}) + D \nabla^2 \tilde{u},$$

(1)

where \(\tilde{u} \equiv (u_1, \ldots, u_N)\) are chemical subsets (with \(N\) being an integer), \(f(\tilde{u})\) are functions containing linear and nonlinear terms that correspond to chemical reactions or interactions, and \(D\) is a matrix associated with diffusion and cross-diffusion.\(^{25}\)

In the vicinity of the codimension-2 Hopf-Turing instability, the solution \(\tilde{u}(x, t)\) can be approximated by

$$\tilde{u} \approx \tilde{u}_s + \tilde{e}_H(\sqrt{\nu} x, \nu t) e^{i\omega_0 t} + \tilde{e}_T(\sqrt{\nu} x, \nu t) e^{ikx} + \text{c.c.},$$

where \(\tilde{u}_s\) is a spatially uniform state that goes through an instability, c.c. is a complex conjugate, \(H\) and \(T\) are slowly varying Hopf and Turing amplitudes in space and time, and \(\tilde{e}_H\) and \(\tilde{e}_T\) are eigenvectors of the critical Hopf frequency (\(\omega_0\)) and Turing wavenumber (\(k_s\)) at a codimension-2 onset, respectively. Multiple time scale analysis using the above ansatz leads to a generic set of Hopf and Turing amplitude equations\(^{26-29}\)

$$\frac{\partial H}{\partial \nu} = m_1 H - m_2 |H|^2 H - m_3 |T|^2 H + m_4 \frac{\partial^2 H}{\partial x^2},$$

(2a)

$$\frac{\partial T}{\partial \nu} = n_1 T - n_2 |T|^2 T - n_3 |H|^2 T + n_4 \frac{\partial^2 T}{\partial x^2},$$

(2b)

where \(m_{1,2,3,4} \in \mathbb{C}\) and \(n_{1,2,3,4} \in \mathbb{R}\). Notably, system (2) is a 1D reduction of (1) and reproduces well the flip-flop behavior,\(^{14,16,17,20,21}\) i.e., a spatially localized Turing state embedded in \(\pi\) shifted Hopf oscillations.

B. Frequency locking outside the resonant region

The intriguing and rich dynamics of the Hopf-Turing bifurcation have been demonstrated not only in the CIMA reaction\(^9,14\) but also have been found to be fundamental in broadening the 2:1 frequency locking behavior in the periodically forced Belousov-Zhabotinsky chemical reaction.\(^{23}\) Consequently, we focus here on the framework of frequency locking in spatially extended oscillatory media to study both the 2D Hopf-Turing localization and its relation to further increase the 2:1 resonance region, in general.

Let us assume that system (1) goes through a primary oscillatory Hopf instability and is also externally forced at a certain frequency.\(^{30}\) Near the onset and depending on the forcing amplitude and frequency, the medium will exhibit either unlocked or locked oscillations which will obey the forced complex Ginzburg–Landau (FCGL) equation\(^{31-34}\)
\[ \frac{\partial A}{\partial t} = (\mu + i\nu)A - (1 + i\beta)|A|^2A + \gamma A^{n-1} + (1 + i\alpha)\nabla^2A, \tag{3} \]

where \( A \) is a weakly varying in space and time complex amplitude of the primary Hopf mode, \( \dot{A} \) is a complex conjugate, \( n \) is an integer associated with the \( n:1 \) resonance, \( \mu \) is the distance from the Hopf onset, \( \nu \) is the difference between natural and the forcing frequencies, and \( \gamma \) is the forcing amplitude. In this context, frequency locking corresponds to asymptotically stationary solutions to (3). Since the Hopf-Turing bifurcation in (3) arises only for \( n = 2 \), the study of Hopf-Turing spatially localized states applies to only the \( 2:1 \) frequency locking.

In the \( 2:1 \) resonance case, Eq. (3) admits two stable uniform non-trivial (\( \pi \) shifted) solutions that exist for \( |\nu - \mu \beta| < \sqrt{1 - \beta^2} \).

\[ \gamma > \gamma_b = \frac{|\nu - \mu \beta|}{\sqrt{1 - \beta^2}}. \tag{4} \]

This bistability region is commonly called the classical \( (\text{Arnol'd}) 2:1 \) resonance tongue even in the context of the spatially extended media, see region I in Figs. 1(b) and 1(c). Moreover, bistability of uniform \( \pi \) shifted states can also lead to formation of inhomogeneous solutions such as labyrinthine patterns, spiral waves, and spatially localized \( (\text{a.k.a. oscillons}) \). However, it has been shown that nonuniform \( 2:1 \) resonant patterns may in fact exist outside the \( 2:1 \) resonance. \( \gamma < \gamma_b \), i.e., in a region where stationary non-trivial uniform solutions are absent. The resonant condition is obtained through stripe (Turing state) nucleation due to the propagation of a Hopf-Turing front, i.e., an interface that bi-asymptotically connects Hopf and Turing states, as shown in Fig. 1(a).

The codimension-2 Hopf-Turing bifurcation is an instability of the trivial uniform state \( A = 0 \) at \( \mu = 0 \) and \( \gamma = \gamma_c \), with \( \omega_c = \nu \alpha / \rho \), \( k_z^2 = \nu \alpha / \rho^2 \), \( \gamma_c = \nu / \rho \) and \( \rho = \sqrt{1 + \alpha^2} \). Notably, the Hopf-Turing bifurcation occurs outside the resonance region as \( \gamma_c < \gamma_b \). Multiple time scale analysis resulted with coefficients for the Hopf-Turing amplitude equations (2)

\[
\begin{align*}
m_1 &= \mu - i \frac{\gamma - \gamma_c}{\alpha}, & m_2 &= 4 + i2\beta\frac{2\rho^2 + 1}{\alpha\rho}, \\
m_3 &= 8\rho(\alpha + \rho) + i\left\{ \frac{2\beta^2}{\alpha} + 3\beta + \frac{\gamma - \gamma_c}{\alpha} - 4(\alpha + \rho) \right\}, \\
m_4 &= 1 + i\rho, & n_1 &= \mu + \rho \frac{\gamma - \gamma_c}{\alpha}, \\
N_2 &= 6\rho(\alpha + \rho) \left( 1 - \frac{\beta^2}{\alpha} \right), & N_3 &= 4 \left( 2 - \frac{3\beta^2}{\alpha} \right), & N_4 &= 2\rho^2. 
\end{align*}
\]

Specifically, stability analysis of pure Hopf and Turing modes showed that for \( \beta = \beta_c < 5\sqrt{2}N \) these two uniform states coexist and thus, it is possible to form a heteroclinic connection between them, i.e., a front solution. The Hopf-Turing front is stationary (Fig. 2(b)) at

\[ \gamma_T = \gamma_c - \frac{\mu}{4\beta} (\gamma + 3\beta), \tag{6} \]

which is the stability onset of the Turing mode. For \( \gamma < \gamma_T \), only Hopf oscillations persist, i.e., region IV.

In what follows, we use \( \gamma \) as a control parameter while keeping all other parameters constant. Notably, we limit the scope to the coexistence region between the Hopf and Turing modes, with \( \beta = 5\sqrt{2}N \) and \( \gamma_T < \gamma < \min\{\gamma_H, \gamma_b\} \), where \( \gamma_H, \gamma_b \) are...
\( \gamma_H = \gamma_c + \mu(\alpha - 3\beta)/\rho \). As such, the localized 2D solutions in region III are resonant states and thus extend further the frequency locking boundary, as portrayed in Figure 1.

II. FLIP-FLOP DYNAMICS AND DEPINNING

Hopf-Turing spatial localization, pinning, and depinning in 1D have been studied in detail by Tzou et al., who have shown the relation to the homoclinic snaking phenomenon. Specifically, two snaking behaviors were outlined:

(i) Standard (vertical) snaking: if the Turing mode is embedded in Hopf background that is oscillating in phase;
(ii) Collapsed snaking: if the Turing mode is embedded in Hopf background that oscillates with a phase shift of \( \pi \).

This case is also known as the “flip-flop” behavior.

Both cases form in the vicinity of a stationary front (Maxwell-type heteroclinic connection) between the Hopf (oscillatory) and the Turing (periodic) states, i.e., around \( \gamma = \gamma_N \) in the context of FCGL [see Eq. (5)]. The width of the snaking regime is, however, rather narrow and depinning effects become dominant at small deviations from \( \gamma_N \). Indeed, numerical integrations of (3) confirm this result also in the context of FCGL [see Eq. (5)]. The width of the snaking region is very narrow as compared to the rest of the domain, we define in what follows region III to lie within \( \gamma_T < \gamma < \gamma_N \). Moreover, the width (\( \Gamma \)) of the localized comb-like region increases with \( \gamma \), as shown in Fig. 3. To quantify \( \Gamma \), we employed a discrete Fourier transform (DFT) for every grid point. The dark shading marks the frequency with the highest contribution, as shown in the furthermost right panels in Fig. 3. These results indeed confirm that comb-like states (see Fig. 1) are related to a distinct 2D pinning mechanism and not just a spatial extension of flip-flop dynamics.22–26

III. COMB-LIKE LOCALIZED STATES

In this section, we show that localized comb-like states are formed due to pinning of a Turing mode that is perpendicular to the \( \pi \) phase shifted Hopf oscillations. Namely, we look for planar localized states, as shown in Figs. 3(d) and 3(e). At first, we derive the respective amplitude equations, then we obtain uniform solutions along with their stability properties, and finally confirm the results by direct numerical integrations.

A. Weakly nonlinear analysis

Derivation of amplitude equations in 2D follows in fact the same steps as for the 1D case but with two Turing complex amplitudes (both varying slowly in space and time)

\[
\begin{bmatrix}
Re(A) \\
Im(A)
\end{bmatrix} \approx \begin{bmatrix}
(1 + iz)/\rho & H(\sqrt{x}, \sqrt{y}, \epsilon) e^{i c t} \\
0 & 1
\end{bmatrix} + \begin{bmatrix}
(z + \rho) \\
1
\end{bmatrix} T_{\perp}(\sqrt{x}, \sqrt{y}, \epsilon) e^{i k y} + c.c. + h.o.t.,
\]

(7)

FIG. 3. Direct numerical integration of (3) in 2D using (a) and (b) as initial conditions (at \( t = 0 \)) for (d) \( \gamma = 1.94 \) and (e) \( \gamma = 2 \), respectively, as also indicated in the top panel (c) by (the filled diamond) symbols, respectively. The Re(A) field is presented where light/dark colors indicate max/min values, respectively. The far right column represents the frequencies with the highest amplitude obtained by discrete Fourier transform for the case (see text for details), respectively. Here, the gray color corresponds to \( 4/(\tau \Delta \omega) \), where \( \tau = 40 \) is the number of elements in the evaluated time series and \( \Delta \omega = 0.633 \) corresponds to time steps within the interval; thus, the time window length which was taken corresponds to \( \tau \Delta \omega = 25.32 \). The width of the comb-like state is then approximated by \( \Gamma \) which corresponds to the black color of vanishing amplitude value. The calculations were conducted on a spatial domain \( x \in [0, 75], y \in [0, 31.5] \), with no-flux boundary conditions in \( x \) and periodic in \( y \). Parameters: \( \mu = 0.5, \nu = 2.2, \beta = 0, \) and \( \alpha = 0.5 \).
where h.o.t. stands for high order terms. The two Turing modes $T_1$ and $T_\perp$ are defined as parallel and perpendicular to the considered $\pi$ phase shifted Hopf oscillations (hereafter, Hopf front), respectively. Following the multiple time scale method (see Ref. 24 for details), we obtain (after some algebra that is not shown here)

\[
\frac{\partial H}{\partial t} = m_1 H - m_2 |H|^2 H - m_3 (|T_\perp|^2 + |T_\perp|^2) H + m_4 \nabla^2 H, \tag{8a}
\]

\[
\frac{\partial T_\perp}{\partial t} = n_1 T_\perp - n_2 (|T_\perp|^2 + 2|T_\perp|^2) T_\perp - n_3 |H|^2 T_\perp + n_4 \frac{\partial^2 T_\perp}{\partial x^2}, \tag{8b}
\]

\[
\frac{\partial T_\perp}{\partial t} = n_1 T_\perp - n_2 (2|T_\perp|^2 + |T_\perp|^2) T_\perp - n_3 |H|^2 T_\perp + n_4 \frac{\partial^2 T_\perp}{\partial y^2}. \tag{8c}
\]

Besides the standard Hopf-Turing solutions,24 uniform solutions to (8) that involve non-vanishing $T_\perp$ contributions are obtained through the amplitudes ($|H|, |T_\parallel|, |T_\perp|) := (R_H, R_\parallel, R_\perp) := (R_H, R^\parallel, R^\perp)$:

(i) Pure Turing modes (stripes)

\[
R_\perp = \sqrt{\frac{\mu x + \rho (\gamma - \gamma_c)}{6 \rho (x + \rho)(x - \beta)}} + \frac{R_H}{R_\perp} = 0; \tag{9}
\]

(ii) Unstable mixed Turing mode (stationary squares)

\[
R_\perp = \frac{\sqrt{\mu x + \rho (\gamma - \gamma_c)}}{18 \rho (x + \rho)(x - \beta)}, + \frac{R_H}{R_\perp} = 0; \tag{10}
\]

(iii) Unstable mixed Hopf-Turing mode (oscillating squares)

\[
R_H = \frac{1}{2} \sqrt{\frac{(18 \beta - 2 \alpha) \mu + 16 \rho (\gamma - \gamma_c)}{14 x - 30 \beta}}, \quad R_\parallel = \frac{(x - 3 \beta) \mu - \rho (\gamma - \gamma_c)}{\rho (x + \rho)(14 x - 30 \beta)} \tag{11}
\]

B. Stability and Hopf fronts

After obtaining uniform solutions, we proceed to the selection mechanism by focusing on the spatial symmetry breaking that is induced by the Hopf front. Consequently, we associate (8) with only one spatial dependence (here we use $x$), which corresponds to the direction of a Hopf front. In addition, for convenience we use polar form $H = R_H \exp(i \Phi)$ and consider only the amplitudes of Turing fields (spatial dependence $H$ cannot be decoupled as for $T_\perp$).

Hence, system (8) becomes

\[
\frac{\partial R_H}{\partial t} = \mu R_H - 4 R_H^3 - 8 \rho (x + \rho) \left( R_H^2 + R_\parallel^2 \right) R_H - \left[ \frac{\partial^2 \Phi}{\partial x^2} \right] R_H - 2 \frac{\partial \Phi}{\partial x} \frac{\partial R_H}{\partial x} + \frac{\partial^2 R_H}{\partial x^2}, \tag{12a}
\]

\[
\frac{\partial R_\parallel}{\partial t} = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial x^2} R_H - 2 \frac{\partial \Phi}{\partial x} \frac{\partial R_H}{\partial x} + \frac{\partial^2 R_H}{\partial x^2}, \tag{12b}
\]

\[
\frac{\partial R_\perp}{\partial t} = \left( \frac{\partial^2 \Phi}{\partial x^2} \right) R_H - 2 \frac{\partial \Phi}{\partial x} \frac{\partial R_H}{\partial x} + \frac{\partial^2 R_H}{\partial x^2}, \tag{12c}
\]

where $\nu_1 = 2 \beta (2 \rho^2 + 1)/(2 \rho)$, and $\nu_2 = 4 \beta (2 \rho (x + \rho) + 3 \rho + x)/x - 4 (x + \rho)$. Notably, the spatial symmetry breaking is reflected in (12d) through the absence of a diffusive term.

The fixed point analysis (linear stability to spatially uniform perturbations) of (12) is identical to the standard Hopf-Turing analysis,24 and thus, the pure Hopf and pure Turing coexistence regime remains the same, $\beta < 5 \pi/4$. However, to gain insights into the emergence of the $T_\perp$ mode in the Hopf front region, we examine the linear stability of the trivial solution $(R_H, R_\parallel, R_\perp) = (0, 0, 0)$ to non-uniform perturbations, for which the Hopf amplitude and phase can be decoupled

\[
\begin{pmatrix} R_H \\ R_\parallel \\ R_\perp \end{pmatrix} \sim e^{\sigma t - ikx} + \text{c.c.}, \tag{13}
\]

where $\sigma$ is a growth rate of respective wavenumbers, $k$. Substitution of (13) in (12) and solving to a leading order yields three dispersion relations:

\[
\sigma_H = \mu - k^2, \tag{14}
\]

\[
\sigma_0 = \mu + \frac{\gamma - \gamma_c}{x}, \tag{15}
\]

\[
\sigma_k = \mu + \frac{\gamma - \gamma_c}{x} - 2 \rho^2 k^2. \tag{16}
\]

As expected, the three growth rates show instability for $k = 0$, where the vector flow is rather isotropic (Fig. 4). For completeness, we have computed the trajectories after linearizing (12) about all the fixed points with $R_H = 0$, and show them on the $(R_\parallel, R_\perp)$ plane. The results are consistent with the stability of pure Turing modes (9) and the saddle for a mixed Turing mode (10). As $k$ is increased, we observe a symmetry breaking between $\sigma_0$ and $\sigma_k$, which occurs for $\sigma_k = 0$ or equivalently for

\[
k^2 = \frac{\mu x + \gamma \rho - \nu}{2 \rho^2}. \tag{17}
\]

Figure 4 shows that the perturbations about $(R_\parallel, R_\perp) = (0, 0)$ favor the attractor $(R_\parallel, R_\perp) = (0, R_\perp)$. The increasing
value of the wavenumber is also consistent with the basin of attraction which corresponds to a rather narrow spatial region due to the Hopf front location, i.e., already for \(k = 1\) the flow indicates ultimate preference toward \(\left( R_{||}, R_{\perp} \right) = (0, R_{\perp})\).

C. Numerical results

Next, we check the above obtained results vs. direct numerical integrations of (8). We set a sharp Hopf front by using the Hopf amplitude as an initial condition: \(R_H(x = 0 \pm L) = \mp R_H\) and \(R_\| = R_{\perp} = 0\). Due to diffusion in the Hopf field, at first a front solution is indeed formed and after additional transient, an asymptotic localized \(T_{\perp}\) Turing state emerges inside the Hopf front region, as shown in Fig. 5. The results are in accordance with the linear stability analysis of the trivial state, showing that perturbations at the mid front location \(x = 0\) are in the basin of attraction of the fixed point \(\left( R_H, R_{||}, R_{\perp} \right) = (0, 0, R_{\perp})\) which corresponds to the comb-like structure in Fig. 3. The width of the \(T_{\perp}\) Turing localized state increases with \(\gamma\), which agrees well with numerical integration of (3), as shown in Fig. 6. This could be an important feature that explains the different size of the Turing core embedded in spiral waves. We note that in the narrow vicinity of \(\gamma_N\) both Turing modes, \(T_{\perp}\) and \(T_{||}\), coexist and can emerge depending on the initial perturbations within the Hopf front.

The Turing mode that is parallel to the Hopf front \(\left( T_{||} \right)\) is being described by a partial differential equation (12c) and thus in the absence of a pinning mechanism such as, homoclinic snaking, is being directly subjected to diffusive fluxes,
which are overtaken by the oscillatory Hopf mode. On the other hand, the perpendicular Turing mode ($T_\perp$) obeys only a local dynamics via an ordinary differential equation $$(12\text{d}).$$ The spatial decoupling in $(12\text{d})$ allows thus, under certain initial conditions, pinning of the Hopf amplitude (local selection of the $(R_{\text{H}}, R_{\text{H}}, R_{\text{L}}) = (0, 0, R_{\text{L}})$ fixed point), which in turn results effectively in a phase shifted front. This, however, is sensitive to the distance from $\gamma_N$ and to the domain size or initial conditions due to the secondary zig-zag and Eckhaus instabilities. For example, the length of the dimension should be an integer of the typical wavenumber which is close to $kc$ and within the Eckhaus stable regime; details of the Busse balloon for this problem are given in Ref. 24. If this condition is not fulfilled, the nonlinear terms become dominant and the comb-like structures are destroyed and instead a spiral wave with a comb-like core is formed, see Fig. 7.

IV. SPIRAL WAVES WITH A COMB-LIKE CORE

To capture the emergence of the Turing core embedded inside a Hopf spiral, we start with a pure Hopf spiral wave obtained for $\gamma = 1.9$, as an initial condition. As for the planar front case (Fig. 3), direct numerical integration of $(3)$ for $\gamma_T < \gamma < \gamma_N$ shows formation of a Turing spot inside the core due to the vanishing amplitude of the Hopf amplitude within that region, see Fig. 8. As expected, also here, the Turing core size increases with $\gamma$.

To quantify the size of the Turing core, we use again DFT for each grid point within a window of 128 time steps, where each time step is made out of 100 discrete time iterations. Consequently, each grid point corresponds to a 128-dimensional vector with the amplitude calculated from DFT, where only the elements with the highest amplitude value are selected, as shown in the bottom panel of Fig. 8. The frequency contrast allows us to define a criterion for the width ($\Gamma$) of the Turing spot. The spiral core width is found to agree with results obtained via the planar front initial condition, as shown in Fig. 6. In the depinning region above the stationary Hopf-Turing front condition $\gamma_N < \gamma < \gamma_b$, the spiral core expands by invasion into the Hopf oscillations due to the dominance of the Turing mode and the domain is filled with a periodic pattern.

V. CONCLUSIONS

In summary, we have presented a distinct pinning mechanism for 2D spatial localization that is associated with the emergence of comb-like structures embedded in a temporally oscillatory background. These spatially localized states emerge in a planar form inside $\pi$ phase shift oscillations (Fig. 3) or as a spiral wave core (Fig. 8). The mechanism requires coexistence of periodic stripes in both $x$ and $y$ directions and uniform oscillations, a behavior that is typical in the vicinity of a codimension-2 Hopf-Turing bifurcation. Unlike the homoclinic snaking mechanism that gives rise to localized states over a narrow range of parameters about a stationary Hopf-Turing front in 1D (a.k.a. flip-flop dynamics), the comb-like states are robust (i.e., do not require
any Maxwell type construction) and exist over the entire coexistence range even though the Hopf state is dominant over the Turing ($\gamma_T < \gamma < \gamma_N$), as shown in Figs. 1 and 6.

In the context of 2:1 frequency locking, the comb-like states correspond to spatially localized resonances that further extend the frequency locking regime outside the resonance tongue. Notably, localized comb-like states have been also observed in vibrating granular media and referred to as “decorated fronts.”\(^{40}\) However, in these experiments they seem to form near resonant domain patterns and thus, their formation mechanisms may be unrelated to the Hopf-Turing bifurcation.

To this end, using the generic amplitude equation framework, we have presented a selection mechanism that allows us to understand and robustly design spatially localized reaction-diffusion patterns in two dimensional geometries.\(^{15,16}\) Specifically, these results indicate the origin of intriguing spiral waves with stationary cores that have been observed in CIMA chemical reaction\(^{14,17}\) and suggest the formation of localized resonant patterns outside the classical 2:1 frequency locking region, as such in the case of periodically driven Belousov-Zhabotinski chemical reaction.\(^{23}\) A detailed analysis/comparison with reaction-diffusion models for chemical reactions is, however, beyond the scope of this work and should be addressed in future studies.
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