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Abstract 

Today’s Automatic Speaker Verification (ASV) systems use a common feature space for all 

speakers. This common set of features is usually a set of cepstral and delta-cepstral 

coefficients, which are used for speech recognition tasks. This research is based on the 

assumption that every speaker has his own ‘optimal’ feature space, which optimally 

discriminates him from other speakers. The goal of this work is to demonstrate the 

significance of employing an individual feature space in modern Continuous Density Hidden 

Markov Model (CD-HMM) or Gaussian Mixture Model (GMM) based-verification systems. 

In this research, a new criterion for feature selection was developed, which is suitable 

for speaker verification tasks and correlated with the recognition rate, named “Recognition 

Related Criterion” (RRC). Several feature selection procedures were implemented and tested 

along with the new feature selection criterion, such as k-best, forward selection, Sequential 

Floating Forward Sequence (SFFS), and Dynamic Programming (DP). We also implemented 

two speaker verification systems that combine an individual feature selection algorithm: the 

first is a text-dependent verification system, based on an HMM classifier and the second is a 

text-independent verification system, based on a GMM classifier.  

The proposed HMM-based verification system was evaluated on a text-dependent 

database. A significant improvement over the “standard” Mel Frequency Cepstrum 

Coefficients (MFCC) space (12 MFCC + 12 ∆MFCC) in verification results was 

demonstrated with the selected individual feature space. An EER of 0.7% was achieved 

when the feature set was the MFCC space. Under the same conditions, the system based on 

the selected individual feature space (order of 24) yielded an EER of only 0.48%. It was 

found that the two best selection procedures are the DP and the SFFS. However, the SFFS 
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was more efficient than the DP in terms of calculation load. This system was also evaluated 

on a noisy text-dependent database. It was found that when using an individual feature space 

the verification system becomes very sensitive to changing environmental conditions, 

meaning, different Signal to Noise Ratios (SNR) for training and testing database. 

The proposed GMM-based verification system was evaluated on a text-independent 

database. A significant improvement in verification results was demonstrated with the 

selected individual feature space. An EER of 6.14% was achieved when the feature set was 

the MFCC space. Under the same conditions, a system based on the selected feature space 

yielded an EER of only 4.15%. 

 

 

Keywords:  

Speaker Verification, Feature Selection, Individual Feature Space, Equal Error Rate (EER), 
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