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I. SOLUTION OF THE QUANTUM-LIKE BOLTZMANN EQUATION

We determine the electron distribution in the conduction (sp) band, \( f(\mathcal{E}, T_e, T_{ph}) \), in a metal nanostructure under continuous wave (CW) illumination by solving the quantum-like Boltzmann equation (BE). This model is in wide use for such systems [1–8]; It is valid for nanoparticles which are more than a few nm in size (hence, not requiring energy discretization) [9, 10] and for systems where coherence and correlations between electrons are negligible. The latter assumption holds for a simple metal at room temperatures (or higher), as it has a large density of electrons and fast collision mechanisms. In order to include quantum finite size effects or quantum coherence effects, one can use the known relation between the discretized BE and quantum master equations [11, 12] or by replacing the BE by that equation [10, 13, 14].

For simplicity, we consider a quasi-free electron gas such that the conduction band is purely parabolic (with a Fermi energy of \( \mathcal{E}_F = 5.1\text{eV} \) and total size of \( \mathcal{E}_{\text{max}} = 9\text{eV} \), typical to Ag, see [2]). This allows us to represent the electron states in terms of energy \( \mathcal{E} \) rather than momentum. We also neglect interband (d to sp) transitions - these have a small role when describing metals like Al illuminated by visible light, Ag for wavelengths longer than about 500nm or so, or Au for near infrared frequencies, where a dominantly Drude response is exhibited. Furthermore, as noted in [10], interband transitions are not likely to generate electrons with energies far above the Fermi level unless the photon energy is much higher than the bandgap energy.

The resulting Boltzmann equation is

\[
\frac{\partial f(\mathcal{E}(\vec{k}); T_e, T_{ph})}{\partial t} = \left( \frac{\partial f}{\partial t} \right)_{\text{ex}} + \left( \frac{\partial f}{\partial t} \right)_{e-ph} + \left( \frac{\partial f}{\partial t} \right)_{e-e} ,
\]

where \( f \) is the electron distribution function at an energy \( \mathcal{E} \), electron temperature \( T_e \) and phonon temperature \( T_{ph} \), representing the population probability of electrons in a system characterized by a continuum of states within the conduction band. The first term on the right-hand-side (RHS) of Eq. (S1) describes excitation of conduction electrons due to photon absorption, see SI Section I A below for its explicit form. The second term on the RHS of Eq. (S1) describes energy relaxation due to collisions between electrons and phonons, see SI Section I B below for its explicit form. This interaction makes the electrons in our model
only quasi-free. The third term on the RHS of Eq. (S1) (see SI Section IC below for its explicit form) represents the thermalization induced by $e-e$ collisions, i.e., the convergence of the non-thermal population into the thermalized Fermi-Dirac distribution, given by

$$f^T(E; T_e) = \left(1 + e^{(E-E_F)/k_B T_e}\right)^{-1},$$

(S2)

where $k_B$ is the Boltzmann constant [15].

Note that our model does not require indicating what is the exact nature of the various collisions (Landau damping, surface/phonon-assisted, etc., see discussions in [9, 16–18]), but rather, it accounts only for their cumulative rate. Within this description, it was shown in [9, 16] that the total electron collision time is independent of the size of the metal nanoparticle [19]. Our model also does not account for electron acceleration due to the force exerted on them by the electric field (which involves a classical description, see SI Section IA below), nor for drift due to its gradients or due to temperature gradients; these effects will be small in the regime of intensities considered in our study, especially for few nm (spherical) particles (see also SI Section III below) [20, 21]. Similar simplifications were adopted in most previous studies of this problem, e.g., [9, 10, 13, 14, 22, 23]). These neglected effects can be implemented in our formalism in a straightforward way.

Finally, we emphasize that the results shown in the main text are not sensitive to the details of the general model. In fact, our procedure can be made more system specific; for instance, the metal band structure can be taken into account [16, 18], few nm nanoparticles can be studied by writing the BE in momentum space and discretizing it [9], and further quantum effects may be considered by replacing the BE by a quantum master equation [10, 13, 14]. We do not expect any such change to have more than a moderate quantitative effect on the results shown below.

The steady-state solution of Eqs. (1)-(3) was attained numerically by writing the (thermal) electron and phonon energies as the product of the corresponding heat capacities and temperatures (see SI Section ID) and letting the system evolve naturally to the steady-state by ramping up slowly the electric field. Table I shows the values of all parameters used in our simulations. We observe that the results are insensitive to the initial conditions and choice of various parameter values.
FIG. S1: (Color online) (a) \( \left( \frac{\partial f}{\partial t} \right)_{ex} \) (S9) as a function of electron energy for a local field of \( |\vec{E}| = 7 \cdot 10^3 \text{V/m} \). (b) The e−ph collision rate (S10) as a function of electron energy for \( T_e - T_{ph} = 0.2^\circ \text{K} \). The inset shows the four competing phonon generation/absorption processes. (c) The e−e collision rate as a function of electron energy, as given by Fermi liquid theory, Eq. (S11).

A. The quantum mechanical excitation term

Usually, the BE is regarded as a (semi-)classical model of electron dynamics. Indeed, several popular textbooks draw the links between the BE to the classical model of an electron motion in an electric field (e.g., [1, 2, 25, 26]). In this case, the change of momentum of the electrons (acceleration) due to the force exerted on them by the electric field corresponds to a coherent excitation term, i.e., a term which is proportional to \( \frac{\partial}{\partial \varepsilon} \frac{\partial \varepsilon}{\partial k} \cdot \frac{\partial k}{\partial m} \sim \vec{v} \cdot \vec{E} \). However, since it relies on a classical field, this expression describes the photon-electron interaction correctly only if the energy imparted on the electron by the electric field is much greater than the energy of a single photon [27]. Since this is not the case, this term does not allow one to derive correctly the non-equilibrium distribution; in fact, this failure to produce experimental observations triggered Einstein to employ a quantized model for the photoelectric effect, and eventually led to the creation of quantum mechanics theory, as we know it.
TABLE S1: Parameters used in the simulations; values chosen for (low quality [24]) 5nm Ag sphere.

<table>
<thead>
<tr>
<th>parameter</th>
<th>parameter symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>photon wavelength</td>
<td>$\lambda$</td>
<td>2.25 eV</td>
</tr>
<tr>
<td>metal permittivity</td>
<td>$\epsilon_{Ag}(\lambda)$</td>
<td>$-8.5 + 1.8i$ [24]</td>
</tr>
<tr>
<td>host permittivity</td>
<td>$\epsilon_h$</td>
<td>4.25</td>
</tr>
<tr>
<td>Fermi energy</td>
<td>$E_F$</td>
<td>5.1 eV</td>
</tr>
<tr>
<td>conduction band width</td>
<td>$E_{max}$</td>
<td>9 eV</td>
</tr>
<tr>
<td>chemical potential</td>
<td>$\mu$</td>
<td>5.1 eV</td>
</tr>
<tr>
<td>ph-env coupling</td>
<td>$G_{ph-env}$</td>
<td>$5 \cdot 10^{14}$ W/m$^3$ K</td>
</tr>
<tr>
<td>electron density</td>
<td>$n_e$</td>
<td>$5.86 \cdot 10^{28}$ m$^{-3}$</td>
</tr>
<tr>
<td>speed of sound</td>
<td>$v_{ph}$</td>
<td>3650 m/s</td>
</tr>
<tr>
<td>environment temperature</td>
<td>$T_{env}$</td>
<td>297 K</td>
</tr>
<tr>
<td>electron mass</td>
<td>$m_e$</td>
<td>$9.1 \cdot 10^{31}$ kg</td>
</tr>
</tbody>
</table>

In order to circumvent this problem within the BE, frequently the (semi-)classical (linear ($\sim \vec{E}$), coherent) excitation term is replaced by a quantum-like ($\sim |\vec{E}|^2$, incoherent) term derived from the Fermi golden rule [5–9, 23]. Early derivations of this term (e.g. [5]) did not supply a rigorous expression for its magnitude, but rather fit its magnitude to experimental results. Later studies attempted to link the magnitude of this term to the total absorbed power [7]. A systematic derivation was provided in [9].

Here, we employ the simpler, elegant expression proposed in [8], namely, we define $A(E; \omega)$ such that $A(E; \omega)d\omega dE$ is the (joint) probability of photon absorption of frequency between $\omega$ and $\omega + d\omega$ for final energy $E$ measured with respect to the bottom of the band at $E = 0$.

We define this probability as

$$A(E_{final} = E; \omega) = \frac{n_A(\omega)}{N_A} \frac{D_J(E, E - \hbar \omega)}{\int D(J, E - \hbar \omega)} \rho_J(E, E - \hbar \omega) \int D(J, E, E - \hbar \omega) \rho_J(E, E - \hbar \omega) dE,$$

(S3)

where $D_J(E_{final}, E_{initial})$ is the squared magnitude of a transition matrix element for the electronic process $E_{initial} \rightarrow E_{final}$; Further, $\rho_J$ is the population-weighted density of pair states,

$$\rho_J(E_{final}, E_{initial}) = [f(E_{initial}) \rho_e(E_{initial})] \left[ (1 - f(E_{final}) \rho_e(E_{final})) \right],$$

(S4)

and $\rho_e = \frac{3n_e}{2E_F} \sqrt{\frac{E_F}{E_F}}$ is the density of states of a free electron gas [2], $n_e$ being the electron
density. Finally, \( n_A(\omega) \) is the number density of absorbed \( \hbar \omega \) photons per unit time between \( \omega \) and \( \omega + d\omega \) and \( N_A = \int d\omega n_A(\omega) \) is the total number density of absorbed photons per unit time. For CW illumination, it is given by

\[
N_A = \frac{\langle p_{abs}(\vec{r}, t) \rangle_t}{\hbar \omega}, \tag{S5}
\]

where the absorbed optical power density (in units of \( W/m^3 \)) is given by the Poynting vector [28], namely,

\[
\langle p_{abs}(t) \rangle_t = \omega \epsilon''(\omega, T, T_{ph}) \langle \vec{E}(t) \cdot \vec{E}(t) \rangle_t, \tag{S6}
\]

where the temporal averaging, \( \langle \rangle_t \), is performed over a single optical cycle such that only the time-independent component remains. Note that the absorption lineshape arises naturally from the spectral dependence of the local electric field in Eq. (S6); it depends on the nanostructure geometry and the permittivities of its constituents. This way, there is no need to introduce the lineshape phenomenologically as done in [8].

The absorption probability of a \( \hbar \omega \) photon, \( A(S3) \), satisfies

\[
\int_0^\infty A(\mathcal{E}; \omega) d\mathcal{E} = \frac{n_A(\omega)}{N_A}, \tag{S7}
\]

and the net change of electronic population at energy \( \mathcal{E} \) per unit time and energy at time \( t \) due to absorption is \( N_A \phi_A \), where

\[
\phi_A(\mathcal{E}; \omega) = \int_0^\infty d\omega [A(\mathcal{E}; \omega) - A(\mathcal{E} + \hbar \omega; \omega)], \tag{S8}
\]

is a quantity describing the total (probability of a) population change at energy \( \mathcal{E} \) per unit time and energy at time \( t \).

Altogether, the change of population due to photon excitation is given by

\[
\left( \frac{\partial f}{\partial t} \right)_{ex}(\mathcal{E}) = \frac{N_A \phi_A(\mathcal{E})}{\rho_e(\mathcal{E})}, \tag{S9}
\]

so that electron number conservation is ensured, \( \int d\mathcal{E} \rho_e(\mathcal{E}) \left( \frac{\partial f}{\partial t} \right)_{ex}(\mathcal{E}) \sim \int d\mathcal{E} \phi_A(\mathcal{E}) = 0 \).

The functional form of Eq. (S9) is shown in Fig. S1(a) - one can see a roughly flat, \( \hbar \omega \)-wide region of positive rate above the Fermi energy, and a corresponding negative regime below the Fermi energy. In that regard, the incoherent, quantum-like, \( |\vec{E}|^2 \) excitation term reproduces the predictions of the photoelectric effect. The slight asymmetry originates from the density of states \( \rho_e(\mathcal{E}) \) [29]. Some earlier papers, e.g., [30] (and potentially, also [23][31])
used excitation rates similar to those of Eq. (S9) to qualitatively describe the steady-state “hot” electron density. However, such a qualitative estimate is appropriate only in case all other terms in the underlying equation are energy-independent. Clearly, from Fig. S1, this is not generically the case. As explained in more detail in [32], this approach does not describe correctly the electron distribution near the Fermi energy, but it can describe the electron distribution correctly far from the Fermi energy (via multiplication by the $e - e$ collision time). Unfortunately, the former effect is orders of magnitude more important.

Note that in our approach, we effectively assume that momentum is conserved for all transitions. A more accurate description requires one to distinguish between the electron states according to their momentum, as done e.g., in [6] for a continuum of electron states and in [9, 10] for discretized electron states. However, it is worth noting in this context that the numerical results in [10] show that when considering an ensemble of many nanoparticles with a variation in shape (up to 40%), quantization effects nearly disappear even for a 2nm (spherical) particle. Indeed, the analytical result (red lines in Figs. 4 and 5 of [10]) for the high-energy carrier generation rate, obtained by taking the continuum state limit, is very similar to the exact discrete calculation averaged over the particle sizes. This shows that neglecting the possibility of momentum mismatch (which is the effective meaning of avoiding the energy state quantization, as essentially done in our calculations) provides a rather tight upper limit estimate. Having said that, we bear in mind that quantization effects may still be relevant in highly regular nanoparticle distributions, ordered nanoparticle arrays or single nanoparticle experiments.

B. The $e - ph$ collision term

In [5], the rate of change of $f$ due to $e - ph$ collisions is derived from the Bloch-Boltzmann-Peierls form [1, 33;34], giving

$$\left(\frac{\partial f}{\partial t}\right)_{e-ph} = -\frac{\mathcal{X}^2 \sqrt{m^*_{eff}}}{4\pi \rho \sqrt{2\pi E_F}} \hbar^{-1} \int_{E_{ph}}^{\infty} dE_{ph} \left( f(E) \left[1 - f(E + E_{ph}) \right] n(E_{ph}) + \left[1 - f(E - E_{ph}) \right] \left[n(E_{ph}) + 1\right]\right)$$

$$\left\{ - \left[1 - f(E)\right] \left[f(E + E_{ph}) n(E_{ph}) + 1\right] + f(E - E_{ph}) n(E_{ph}) \right\}. \tag{S10}$$

Here, $\mathcal{X} \sim 2E_F/3$ is the effective deformation potential [5], $\rho$ is the material density and $m^*_{eff}$ is the effective electron mass [35]. For simplicity, we further assume that the phonon system is in equilibrium, so that $n(E_{ph}) = n^T(E_{ph}; T_{ph}) = \left(e^{\frac{E_{ph}}{k_B T_{ph}}} - 1\right)^{-1}$ is the Bose-Einstein
distribution function where $\mathcal{E}_{ph}$ is the phonon energy and $T_{ph}$ is the phonon temperature. Eq. (S10) relies on the Debye model [36], namely, a linear dispersion relation for the phonons is assumed, $\mathcal{E}_{ph} = v_{ph} \hbar |q|$, where $v_{ph}$ is the speed of sound ($\approx 3650$ m/s in Ag) and $q$ is the phonon momentum. Beyond the Debye energy, $\mathcal{E}_D = k_B T_D \approx 0.015$ eV for Ag, the density of phonon states vanishes. Previous work emphasized the insensitivity of the non-equilibrium dynamics to the phonon density of states and dispersion relations, thus, justifying the adoption of this simple model [5, 37] and the neglect of the phonon non-equilibrium. More advanced models that account also for the possible non-equilibrium of the lattice exist (see e.g., in [7, 38]) but are relatively rare.

The two terms associated with $f(\mathcal{E} + \mathcal{E}_{ph})$ describe phonon absorption, whereas the two terms associated with $f(\mathcal{E} - \mathcal{E}_{ph})$ describe phonon emission. Fig. S1(b) shows the energy dependence of these four different processes described by Eq. (S10) for $T_e - T_{ph} = 0.2$ K, neglecting the small non-thermal part of the distribution (justified a-posteriori). For this temperature difference, an estimate based on the relaxation time approximation for $e-ph$ collisions allows us to relate the magnitude of each term ($\sim 10^{12}$ /sec) to a collision rate of $\sim 10$ fs, in accord with the value sometimes adopted within this context [25]. However, since these four processes compete with each other, the resulting total change of the distribution due to $e-ph$ collisions is several orders of magnitude slower. Overall, one can see that (S10) has a rather symmetric, $\sim \hbar \omega_D$-wide Lorentz-like lineshape. For $T_e > T_{ph}$, the rate is negative (positive) above (below) the Fermi energy, reflecting the higher likelihood of phonon emission processes, i.e., that energy is transferred from the electrons to the phonons. In order to see this more clearly, we can calculate the rate of energy transfer between the electrons and phonons by multiplying by $\mathcal{E} \rho_e(\mathcal{E})$ and integrating over all electron energies. The resulting integral, defined as $W_{e-ph} = - \int_0^\infty \mathcal{E} \rho_e(\mathcal{E}) \left( \frac{\partial f}{\partial \mathcal{E}} \right)_{e-ph} d\mathcal{E}$, is hardly distinguishable from its thermal counterpart, $W_{e-ph}^T = - \int_0^\infty \mathcal{E} \rho_e(\mathcal{E}) \left( \frac{\partial f_T}{\partial \mathcal{E}} \right)_{e-ph} d\mathcal{E}$, which is usually represented by $G_{e-ph} (T_e - T_{ph})$ [33]. For $T_e > T_{ph}$, the factor $\mathcal{E} \rho_e(\mathcal{E})$ weighs favourably the region above the Fermi energy, such that $W_{e-ph}$ and $W_{e-ph}^T$ are positive. In [37], an ab-initio, parameter-free derivation of the electron-phonon coupling coefficient based on density functional theory found $G_{e-ph} \sim 3 \cdot 10^{16} W/m^3 K$ for Ag, in agreement with values found in previous works [5, 7, 33, 39–41], and with a negligible temperature-dependence, up to about 3000 K.

We note that our approach accounts for the mutual effect $e-e$ collisions have on $e-ph$ collisions [4], since $e-ph$ collisions are treated by the $f$-dependent rate (S10) (rather than
within the relaxation time approximation).

C. The $e-e$ collision term

1. The $e-e$ collision rate

The rate of $e-e$ collisions near thermal equilibrium is usually slower than the $e-ph$ collision rate (order of picoseconds) since they involve only deviations from the independent electron approximation [2]. However, away from thermal equilibrium, the $e-e$ collision rates of high-energy non-thermal electrons increase substantially and can become comparable to the $e-ph$ collision rate or even faster (see Fig. S1(c)). Specifically, by Landau’s Fermi liquid Theory (FLT) [42], the (effective) $e-e$ collision rate is given by

$$\tau_{e-e}^{-1}(\mathcal{E}) = K \left[ (\pi k_B T_e)^2 + (\mathcal{E} - \mathcal{E}_F)^2 \right],$$

where $K = m_{eff}^3 / 8\pi^4 \hbar W_{e-e}$ is the characteristic $e-e$ scattering constant that contains the angular-averaged scattering probability $W_{e-e}$ and the effective mass of the electron, $m_{eff}$; for Au and Ag, $K = 2 \cdot 10^{14}/eV^2 s$ [4]. Similar variations of this expression within a continuum of states description were used e.g., in [5–7] in the context of ultrafast illumination. The more recent calculations of the $e-e$ collision rate within a discretized electron energy description, e.g., in [9, 16] retrieved this functional dependence. Experimental data obtained via two photon photo-emission measurements are found in excellent agreement with the Fermi liquid based expression (S11), see discussion in [7][43].

2. Energy conserving relaxation time approximation

Since $e-e$ collisions are elastic (and within the approximation adopted here, also isotropic) [3], we can adopt the relaxation time approximation for sufficiently small deviation from equilibrium, and write

$$\langle \Delta \tau f \rangle_{e-e} = -\frac{f(\mathcal{E}, T_e, T_{ph}) - f^T(\mathcal{E}, T_e)}{\tau_{e-e}(\mathcal{E})}.$$  

(S12)

However, we note that the regular $e-e$ term does not conserve the energy of the electron system as a whole (although it is supposed to, by the elastic nature of $e-e$ collisions). As a remedy, we introduce a term $F_{e-e}(\mathcal{E})$, defined by the condition
\[ \int_0^\infty E \rho (E) \left[ (\Delta_\tau f)_{e-e} + F_{e-e}(E) \right] dE = 0. \]

This additional term ensures that the electron energy, defined as \( U_e \equiv \int_0^\infty E \rho (E) f(E, T_e, T_{ph}) dE \), is conserved. Such a term is regularly included in Boltzmann models of fluid dynamics, where it is known as the Lorentz term [44], but to our knowledge, was not employed in the context of illuminated metal nanostructures [45]. Thus, overall, we have

\[
\left( \frac{\partial f}{\partial t} \right)_{e-e} = (\Delta_\tau f)_{e-e} + F_{e-e}(E). 
\]

The absence of this term in previous steady-state derivations of the electron distribution (e.g., in [10, 13, 14]) mean that energy is not conserved in these studies; Nevertheless, this specific effect is relatively small.

3. Comparison between different scattering time functions

The results in the main text were obtained using an \( e-e \) collision time of the form (S11). The coefficient \( K \) was found using a fit to the calculations of Ref. [9]. In addition, we performed the same calculation with a phenomenological scattering time of the form \( \tau_{e-e}(E) = e^{1/(a+bE)} \), with \( a = 0.08585, b = 0.1278 \text{ eV}^{-1} \) (which decays slightly faster than the usual energy-dependence of the FLT); this seems to fit the data of Ref. [9] better. In Fig. S2 we show the original data of Ref. [9, Fig. 6] and the fits to the standard FLT form (S11) and the phenomenological form.

In Fig. S3 we show the “hot” electron distribution evaluated with these two forms for the \( e-e \) collision time, the FLT one and the phenomenological one. As can be seen, while the distributions are slightly different, the difference is essentially quantitative. The electron and phonon temperatures were found to be identical for the 2 expressions for \( \tau_{e-e} \) (within our numerical accuracy for the 2 cases).

D. Evaluating the power density for different process

The formalism presented in this manuscript allows us to evaluate the power density that goes into heating the electrons and phonons, and the power that goes into generating non-thermal carriers.

To evaluate this, we start with the general expression for the total energy of the electron system, \( U_e \) defined above. Formally taking the time derivative gives the total power output
FIG. S2: (Color online) The $e-e$ scattering time, evaluated by averaging over the data of from Ref. [9] (black squares). Solid blue line is a fit to the standard (Fermi liquid) collision time (S11), and the solid green line are fits to the phenomenological form defined in the text.

FIG. S3: (Color online) Non-equilibrium electron distributions (see main text) for the two forms of $e-e$ scattering time, showing only a qualitative difference.

of the electron system (which, at steady-state, vanishes by definition),

$$\frac{dU_e}{dt} = \int \mathcal{E} \rho_e(\mathcal{E}) \left( \frac{\partial f}{\partial \mathcal{E}} \right) d\mathcal{E}. \quad (S14)$$

From Eq. (1), one can formally break $\left( \frac{\partial f}{\partial \mathcal{E}} \right)$ into different contributions. Plugging these contributions into Eq. (S14) the power that goes into the difference energy channels. Specifically, substituting $\left( \frac{\partial f}{\partial \mathcal{E}} \right)_{ex}$ gives the expression for the total power that is pumped into the electronic system by the photons.

Similarly, our formalism provides a natural way to distinguish between thermal and non-thermal contributions, since the steady-state distribution is naturally $a$-priori defined as
$f(\mathcal{E}) = f^T(\mathcal{E}, T_e) + f^{NT}(\mathcal{E})$. The first term is a thermal distribution with the (elevated) steady-state electron temperature, and the second term is the non-thermal distribution. Thus, substituting these into the expression for power gives the power $W^T$ that goes into the thermal part of the electron distribution (i.e., that goes into electron heating) and the power $W^{NT}$ that goes into generating non-thermal carriers, namely,

$$W^T = \int \mathcal{E} \rho_e(\mathcal{E}) \left[ \frac{\partial f}{\partial t} \right]_{ex}^{f = f^T} d\mathcal{E}, \quad (S15)$$

$$W^{NT} = \int \mathcal{E} \rho_e(\mathcal{E}) \left[ \frac{\partial f}{\partial t} \right]_{ex}^{f = f^{NT}} d\mathcal{E}. \quad (S16)$$

II. ELECTRON TUNNELING FROM THE NANOPARTICLE

The use of plasmonic nanoparticles for applications requires that the “hot” electrons tunnel out of the nanoparticle in order to perform some function, be it tunneling into a molecular orbital for photocatalysis or across a Schottky barrier with a semiconductor for detection. The underlying assumption of much of the literature is that if such a process occurs at a given energy, then, the efficiency of the process will be proportional to the electron distribution at that energy. For example, in discussing tunneling across a barrier, then the efficiency of the process will be simply an integral over the electron distribution function over energies higher than the barrier energy (with some weight). Similarly, for tunneling into a molecular level, the efficiency will be proportional to the electron distribution at that energy.

In a recent paper [32] we have shown that this is indeed the case for photo-catalysis, as long as the tunneling time is long compared to all other timescales, most importantly the $e-e$ scattering time. The argument relies on evaluating the distribution function in the presence of a tunneling term. We start by describing a tunneling term of the form $g(\varepsilon)f(\varepsilon)$, where $f$ is the distribution, and $g(\varepsilon)$ is some kernel, describing the tunneling rate per energy. Importantly, (i) $g$ is independent of the distribution and (ii) is localized at energies far from the Fermi energy, where the distribution is small (in fact, it could be a step-like function, for example if there is tunneling through a Schottky barrier, but here we have in mind photo-catalysis. The explanations below actually apply for both classes of applications).

Now, assuming that we know the steady-state distribution $f_0(\varepsilon)$, we look for a correction to it, $f = f_0 + f_1$. The next step is to linearize the bare Liouvillian (i.e. the right-hand-side
of the Boltzmann equation without the tunnelling term). Then, for the steady-state we have

$$0 = \alpha(\varepsilon) f_1(\varepsilon) + g(\varepsilon)(f_0(\varepsilon) + f_1(\varepsilon)),$$

(S17)

where $\alpha(\varepsilon)$ is the linearization term. This equation can easily be solved to give $f_1 = \frac{g}{g+\alpha} f_0$.

Now, as long as the dependence of $\alpha$ on energy is rather weak (which is indeed the case for both $e-e$ collision time and the excitation term), and the dependence of $f_0$ itself on $\varepsilon$ is also weak, the correction to the distribution function is simply proportional to the tunneling term $g(\varepsilon)$.

In order to test this (rather simple) estimate, we ran our calculation with an additional tunneling term of the form $-\gamma_T g(\varepsilon) f(\varepsilon)$, where $\gamma_T = 10^{13}$Hz and $10^{15}$Hz, corresponding to a slow (100 femtosecond) and fast (few femtosecond) tunneling time (which is extremely fast, as realistic tunneling times were shown to be as short as 100 fs only in the best case scenario, see e.g., [46]); $g$ is centered at $\approx 1.5$eV above the Fermi energy and has an energy width of a few hundreds of meV. In Fig. S4 we show the electron distribution with the tunneling terms, and the approximation (S17). As can be seen, for $\gamma_T = 10^{13}$Hz the approximation above is excellent.

Even more surprising and interesting, while for $\gamma_T = 10^{15}$Hz there should be a difference (because formally we are outside the regime of the approximation), still the approximation seems very good. The conclusion we draw from this calculation is that, in principle, and over a wide range of parameters (and physical processes), knowledge of the bare distribution function (i.e., evaluated without a tunneling terms) provides an excellent indication to the performance of the “hot”-electron system as a functional device.

III. PRACTICAL CONSIDERATIONS

In order to avoid limiting the generality of our results, we did not indicate throughout the manuscript details of a specific nanostructure. In this SI Section, we discuss what needs to be done in order to apply our theory to a specific experimental configuration. For simplicity, we discuss nanospheres; extension of the discussion to other particle shapes is possible.
FIG. S4: Non-equilibrium electron distribution with a tunneling term described in the text above, for $\gamma_T = 10^{13}$Hz (orange line) and $10^{15}$Hz (green line). The dashed lines are the approximations (S17).

A. Local field

Throughout the manuscript, we treated $|\vec{E}|$ as a parameter representing the local field [47]. In order to evaluate the non-thermal carrier density for an actual nanostructure configuration and illumination pattern, one needs to solve the Maxwell equations for the given configuration (for example, $\vec{E} = [3\varepsilon_h/(2\varepsilon_h + \varepsilon_m)] \vec{E}_{\text{inc}}$ for a small sphere illuminated uniformly) and apply our formulation locally, i.e., for each point in the nanostructure independently; this procedure was adopted in [10] and was complemented by surface/volume averaging. In that respect, the role of surface plasmon resonances in promoting “hot” carrier generation is obvious - at resonance, the local electric fields are enhanced, hence, the electron system is driven more strongly away from equilibrium.

For weak electric fields, like used in the current work and essentially in all relevant experiments (see e.g., [48, 49], the distribution and temperatures can then be readily determined. For small spherical metal nanoparticles, the temperature(s) are uniform [20, 21]. The majority of previous theoretical studies relied on these same assumptions (e.g., [9, 13, 23]).

For more complicated geometries, or for bigger nanostructures, the field may not be uniform. Nevertheless, the gradients of the electric fields are usually assumed to have a small effect on the electron distribution. The non-uniformity of the temperature is negligible, due
to the relatively high thermal conductivity of the metal [20, 21]. Due to these reasons, these gradients were neglected in all previous studies; we adopt the same approach here. For higher fields, the optical and thermal properties of the metal may change due to the rise in temperature, requiring a fully self-consistent solution of the coupled Maxwell, Boltzmann and heat equations. Such a treatment is left to a future study.

B. Particle size

The size of the particle affects the field relatively weakly for sufficiently small size (for which the quasi-static approximation holds). However, as well-known [20], the nanoparticle temperature depends strongly on the particle size; for example, for nano-spheres, it grows quadratically with the radius $a$. In our formulation, this effect is accounted for via the value of the phonon-environment coupling, $G_{ph-env}$, which is usually calculated from first principles via molecular dynamics simulations, see e.g., [50–53]. Overall, it scales inversely with the surface area [6] for nano-spheres; this is equivalent to assuming the total heat conductance to the environment is proportional to the particle surface area; this scaling facilitates estimates for non-spherical particles.

As pointed out in the main text, we have carried out additional calculations to demonstrate the dependence of electron distribution and temperatures on the particle size via $G_{ph-env}$. The original results (appearing in the main text figures; 5nm particle size; $G_{ph-env} = 5 \times 10^{14}$ W/m$^3$K [54]) can now be compared to results for a particle which is 10 times bigger (50nm; $G_{ph-env} = 5 \times 10^{12}$ W/m$^3$K). In Fig. S5(a), we plot the electron and phonon temperatures as a function of intensity for these two cases. As can be observed, the electron temperature rise is $\sim$ 100-fold larger for the larger particle (compare to Fig. 3), namely, about 30K. However, the difference between the electron and phonon temperatures is roughly the same; indeed, it can be shown analytically to be proportional to the incoming intensity which is the same for both sets of simulations.

In Fig. S5(b) we plot the electron non-equilibrium distribution (specifically, the absolute value of the deviation of the electron distribution from the Fermi distribution, $|\Delta f|$) for the two particle sizes and for two illumination levels, $|\vec{E}|^2 = 1.4 \times 10^6, 1.4 \times 10^9$ (V/m)$^2$. It is readily seen that the only deviations between the large and small particle cases are at the vicinity of the Fermi energy, but the non-thermal parts of the distributions (i.e., further away
from $E_F$, where $\Delta f^{NT} \sim \Delta f$) are insensitive to the particle size. In particular, we find that the efficiency of non-thermal high-energy electron generation is independent of particle size, but the overall heating scales as $a^2$, in agreement with the single-temperature (classical) heat equation. Such correspondence is absent in the simulations in [10] [55]. This also means that smaller particles give rise to a higher relative efficiency of non-thermal carrier generation. This prediction should motivate a careful, single particle study that will enable one to verify this prediction vs. potentially contradicting claims based on measurements from macroscopic nanoparticle suspensions.

FIG. S5: (a) Electron (yellow) and phonon (blue) temperatures as a function of $|\vec{E}|^2$, for a system with a host thermal conductivity $G_{ph-env} = 5 \times 10^{12}$ W/m$^3$K, two orders of magnitude smaller than that employed in the simulations shown in Figs. 1-4 of the main text. Correspondingly, the temperature rise is much larger, as well as the difference between the electron and phonon temperatures. (b) Deviation of the non-equilibrium distribution from the thermal distribution for low host thermal conductivity and two intensities, $|\vec{E}|^2 = 1.4 \times 10^6, 1.4 \times 10^8$(V/m$)^2$ (dark green and dark orange lines, respectively). For comparison, the distributions from the high $G_{ph-env}$ values used in Fig. 1 are also plotted (light green and light orange solid lines). The dashed black lines show the differences between simple Fermi functions with $T = 297.9$K (which is the electron temperature corresponding to the dark green line) and $T = 325$K (which is the electron temperature corresponding to the dark orange line) to a Fermi function at ambient temperature of 297K.

The results of Fig. S5(b) can be also interpreted in terms of the dependence of the non-thermal distribution on the host thermal conductivity. Indeed, the rate of energy density transfer to the environment $G_{ph-env}$ is also proportional to the thermal conductivity of the
host [6]. Thus, the different curves in Fig. S5(a) can be also associated with a system with a host thermal conductivity which is two orders of magnitude lower than the one presented in the main text. As for the larger nanoparticle, the electron temperature rise and the difference between the electron and phonon temperatures, are higher, as expected - indeed, the heat flows away from the nanoparticle much more slowly for the larger nanoparticle. This shows, as stated in the main text, that if “hot” electrons play a dominant role in some experiment (e.g. in photo-catalysis), then, the experimental results should be unaffected by a change of host. Conversely, if the results are affected by a change of host material (as observed e.g., in [48, 49]), then it is not likely that the reason for that is the number of “hot” electrons, but rather due to a thermal effect, or an altogether different chemical effect; for a detailed discussion, see also [56].

C. Surface scattering and quantum size effects

If one is interested in even smaller nanoparticles, then, within the energy state continuum description used in the current work, it may be necessary to account also for $e$ – surface collisions (the so-called “quantum size effects”), as noted as early as in [57]. As this effect does not involve conservation of electron momentum, it can be accounted for in our formulation by adding a relaxation time like term, $(f - f^T)/\tau$, where $\tau$ is the time scale for these collisions which can be as fast as a few hundreds of femtoseconds in the case of a metal surface with atomic roughness [46]; accordingly, it is practically negligible with respect to the $e$ – $e$ and $e$ – $ph$ collision rates. Depending on the nature of the $e$ – surface collisions, one may want to include/exclude them from the conservative term, $F_{e-e}(E)$.

However, it should be noted that in more advanced models where the energy states are discretized (such that $e$ – surface collisions are accounted for inherently), e.g., [9, 10], the electronic states and the phononic states are extended throughout the bulk, and no “surface states” appear. One thus expects that in such calculations there will be no separate contribution from $e$ – surface collisions. In fact, in [9, 16] it was shown that the electron collision time is independent of the nanoparticle size. All these results indicate that unlike previous claims [58] “quantum size effects” have at most a small quantitative effect on the non-thermal carrier generation efficiency. This result was corroborated in [10], see discussion.
at the end of Section I A.
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[55] In [10], the electron temperature was not evaluated self-consistently, as in our formulation, but rather, it was set by hand and referred to as an “effective” temperature; no discussion of the choice of values was given. Unfortunately, the effective electron temperature values were set to \(\approx 1300\text{K} (0.1\text{ eV for a 4nm NP})\), whereas the single-temperature (classical) calculation for this configuration shows that the temperature rise should be \(\approx 0.13\text{K}\). In addition, the scaling of the effective temperature used in [10] violates the classical \(a^2\) scaling; in fact, it showed an inverse proportionality to the NP size (specifically, the effective temperature of a 24nm NP was \(\approx 520\text{K} (0.04\text{eV})\)). Claims in [Govorov & Besteiro, ArXiv 2019] on the emergence of quantum effects in this context are questionable, due the relatively large size of the NPs studied in this case, see also the discussion at the end of Section IA.


