Improving Net Joint Torque Calculations Through a Two-Step Optimization Method for Estimating Body Segment Parameters
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1 Introduction

Inverse dynamics is a procedure commonly used in the biomechanical analysis of human movement. This procedure calculates force and net torque reactions at various body joints using anthropometric, kinematic, and kinetic input data [1]. Uncertainty in estimated net joint torques derived from this method can, however, range from 6% to 232% of the peak net torque [2]. This uncertainty depends on measurement and/or estimation errors of the input parameters to the inverse dynamics expressions. Main contributors to these uncertainties were identified to be inaccuracies in estimated segment angles and body segment parameters (BSPs) [2]. Errors in segment angular data arise from two main sources: noise in the motion-capture system and movement artifacts of skin-mounted markers [2,3]. Inaccuracies in body segment parameters are due to errors in estimating segmental mass, moment of inertia, and center of mass (COM) location [2,4–7].

Several methods have been proposed for estimating BSPs. Commonly used to estimate BSP are weighting coefficients based on regression equation relationships derived from measurements on cadavers or living subjects [8–11]. These coefficients relate subject height and weight to the BSP. Error due to estimations based on cadaveric data may exceed 40% [4]. Errors based on living-subject data are smaller than cadaveric data, but are still considered relatively high [10]. Geometric approaches [12,13] estimate body segment shapes and use estimated density to calculate BSP. These approaches may produce smaller errors (e.g., less than 5% [12]), but achieving such accuracy is cumbersome as it requires large numbers of measurements per subject (between 90 [13] and 248 [12]). Methods based on medical imaging (e.g., Refs. [14,15]) have high accuracy (errors of 5% or less). These methods, however, need medical imaging equipment that is not always available and additionally expose subjects to radiation.

Recently, a technique for identifying arm BSP based on arm kinematics and manipulator-hand contact forces was proposed [16]. Another approach that used external forces for estimating BSP was proposed by Vaughan et al. [17]. This method used the overdetermined nature of the inverse dynamics approach to formulate a nonlinear optimization problem. This overdeterminacy is explained as follows. Traditionally, two approaches have been used for inverse dynamics computations. The first requires only kinematic and anthropometric data to calculate net joint torques. Referred to as the top-down approach, this process often starts at the distal segment of the upper extremity(ies) and proceeds downward such that dynamic equilibrium conditions are satisfied for each
successive segment. The second method, or the bottom-up approach, is typically used to analyze locomotor tasks and uses ground reaction force (GRF) measurements. This method starts at the distal segment of one or both of the lower extremities and proceeds upward through the body. By incorporating GRF measurements, boundary conditions are defined for the bottommost segment. These added conditions result in an overdetermined system since there are now more equilibrium equations than system unknowns [17–19]. Due to errors in input parameters to the inverse dynamics calculations, these traditional methods result in residual forces and torques on the most-distal segment. The propagation of systematic errors typically limits either method to proximal net joint torque calculations; however, if it was possible to mitigate the effects of one or more of these input inaccuracies, improvements in net torque calculations (for all joints) could be achieved.

This overdeterminancy has been used to reduce error effects through optimization methods that adjust specific input parameters in the top-down calculations [17–19]. To improve subject-specific BSP estimates, Vaughan et al. [17] formulated an optimization problem that minimized the residuals between the known ground reaction measurements and those predicted through the top-down calculation. This promising method, proposed in 1982, failed to gain popularity due to the complexity and high computing demands of solving an optimization problem. Newer computing capabilities have reduced these difficulties. Another weakness of this work was that they did not account for errors in the motion data. Furthermore, Vaughan et al. assumed that minimizing a cost function is sufficient for reducing the net joint torque calculation error. Their cost function did not contain information on the net joint torques; therefore, it is possible to minimize the cost function while simultaneously increasing error in the net joint torques. In an effort to minimize errors due to noise in measured data (i.e., GRF measurements and segment motion), Kuo [19] overcame this problem by suggesting an additional success criterion. This criterion stated that the difference between the true net joint torque and the torque determined from the optimized solution should be less than the difference between the true and traditional (nonoptimized) inverse dynamics solution. Delp et al. [20] recently proposed the use of slight controlled adjustments to kinematic and mass parameters to reduce the residual between measured and calculated GRFs; however, this approach was used to create better simulations of human movement rather than used to determine experimental net joint torques.

This paper describes a method that used the overdetermined nature of the inverse dynamics approach to find an optimal set of subject-specific BSP estimates that reduce the error in joint net torques (due to inaccurate BSP estimation), while accounting for errors in motion data measurements. The premise of our approach is that a test subject/patient would perform a series of calibration motions, which would be used to derive optimized subject-specific BSPs. Once these BSPs are determined, then they can be used in inverse dynamics calculations for any desired task motion performed by the subject. The long-term goal of our work is to develop a method to increase the accuracy of joint net torque calculations through improvements of estimates for both BSP and segment motions using optimization techniques.

2 Method

The approach proposed in the current study was inspired by optimization methods used by Vaughan et al. [17], Cappozzo [21] and Mazza and Cappozzo [22]. As noted previously, Vaughan et al. [17] used GRF data to compute optimal BSP estimates, but their method breaks-down when motion data errors are present. Cappozzo [21] and Mazza and Cappozzo [22] used GRF data to compute optimal solutions for joint angular motion, but did not address errors in BSP. Our optimization method builds from these works and uses a two-step sequential approach to determine a set of optimal BSP estimates that improve net joint torque accuracy.

To summarize our approach, the optimization cost function was based on the difference between the measured ground reaction forces and the GRF calculated using top-down inverse dynamics (see Sec. 2.1). Since optimization performance depends on having sufficient information of the system, a set of three short calibration motions was used to increase the likelihood of having sufficient data to identify the optimal BSP. To test the efficacy of our method, we derived a set of reference motions in which the true values for the BSP and angular profiles were known (see Sec. 2.2). In this case study, we applied the inverse dynamics method to planar symmetric motions and solved for the net joint torques and ground reaction forces. The human body was modeled as a rigid body system (Fig. 1). The results from the optimized BSP were then compared to nonoptimized BSP results.

2.1 Optimization Formulation. The general formulation for the optimization problem was

\[
\begin{align*}
\min & \quad z(\nu) \\
\text{subject to} & \quad \begin{cases}
  c_k(\nu) = 0, & k \in E \\
  c_k(\nu) \geq 0, & k \in I
\end{cases}
\end{align*}
\]

where \( z \) is the objective function, \( c_k(\nu) = 0, k \in E \) are equality constraints, \( c_k(\nu) \geq 0, k \in I \) are inequality constraints, and \( \nu \) is a vector of optimization variables (i.e., segment angles and BSP). The objective function was the least square of the difference between the calculated forces obtained with a top-down approach and the known GRF. Therefore, the 2D objective function was

\[
z = \sum_{i=1}^{n} [(f^i(v) - \bar{f}^i)^2 + (g^i(v) - \bar{g}^i)^2 + (\tau^i(v) - \bar{\tau}^i)^2]
\]

where \( i \) is the time index, \( n \) is the total number of time intervals during the chosen motion, \( f^i, g^i, \) and \( \tau^i \) are the calculated ground reaction forces and net torque (using a top-down approach) as a function of the optimization variables \( v \), and \( \bar{f}^i, \bar{g}^i, \) and \( \bar{\tau}^i \) are the known ground reactions (i.e., “true” values when considering an idealized perfect system or “measured” values when considering a real-world experimental system). Directions \( x, y, \) and \( z \) are defined in Fig. 1. The equations of motion used to calculate the net joint torques and ground reaction values were derived using the gener-
The objective function was minimized under two types of constraints: (1) motion constraints on the angular profiles and (2) body segment parameter constraints. Both of which are detailed below.

2.1.1 Motion (Angular Profile) Constraints. Equality motion constraints were used to calculate the angular velocity and acceleration of each segment. These values were obtained using the central finite difference method. The inequality motion constraints apply only to step 1 because in that step the optimization manipulates the angular profiles, whereas the combined motion profile in step 2 is not optimized. Inequality constraints on the angular positions limited the optimized values to be within the upper and lower bounds:

\[
\bar{\theta}_{ij} + e_{a} \geq \hat{\theta}_{ij} \geq \bar{\theta}_{ij} - e_{a}
\]

where \(\bar{\theta}_{ij}\) is the measured angle, \(\hat{\theta}_{ij}\) is the optimized value, and \(j\) is the segment index. \(e_{a}\) is the maximum possible error in the known angle and can be derived by examining skin movement artifacts [23–25]. In this study, we used 0.035 rad, 0.07 rad, and 0.07 rad for the shank, thigh, and head-arm-torso (HAT) segments, respectively.

An additional inequality constraint provided bounds on angular acceleration. This constraint was expressed in the following form:

\[
\bar{\theta}_{ij} + e_{acc} \leq \hat{\theta}_{ij} \leq \bar{\theta}_{ij} - e_{acc}
\]

where \(\bar{\theta}\) is the measured value for the angle acceleration, \(\hat{\theta}\) is the optimized value, and \(e_{acc}\) is the maximum acceleration error. This upper bound for the acceleration error is not well documented in literature, and as such, we used estimations from Ref. [2] and estimations based on studies that evaluated errors due to the skin movement artifact [23–25] and the motion-capture system [26]. In this study, we used 1.3 rad/s², 1.8 rad/s², and 2.5 rad/s² for the shank, thigh, and HAT segments, respectively.

Another inequality constraint was based on the kinematic configuration, such that errors in the location of each joint center had to fall within a specified range \(e_{k}\). The error was defined as the difference between the joint center location determined from the motion-capture system measurement (\(\bar{x}, \bar{z}\)) and the location predicted by the link length (\(L_{j}\)) and optimized segment angle (\(\hat{\theta}_{ij}\)). For 2D, these constraints take the following form:

\[
ev_{k} \geq \left[ \bar{x}_{ik} - \sum_{j=1}^{k} L_{j} \cos(\hat{\theta}_{ij}) \right]^{2} + \left[ \bar{z}_{ik} - \sum_{j=1}^{k} L_{j} \sin(\hat{\theta}_{ij}) \right]^{2}
\]

where \(k\) is the joint number. \(e_{k}\) was derived from joint center studies [27–30]. In this study, we used \(e_{k}\) of 0.0005 m for ankle to knee, 0.0012 m for ankle to hip, and 0.0001 m for ankle to shoulder.

2.1.2 Body Segment Parameter Constraints. Body segment parameter constraints were applied in cases when BSPs were variables in the optimization (i.e., steps 1 and 2). Upper and lower BSP bounds, which represent the maximum possible error in the given parameter, were defined with the following inequality constraints:

\[
\bar{P}_{i} + e_{i} \bar{P}_{i} \geq P_{i} \geq \bar{P}_{i} - e_{i} \bar{P}_{i}
\]

where \(\bar{P}_{i}\) is the initial estimate for a body segment parameter, \(P_{i}\) is the optimized value, and \(e_{i}\) is the percent of possible error in the \(i\)th BSP. The values for \(e_{i}\) were based on error estimations from past studies [5–7] and are presented in Table 1. The body was assumed to be bilaterally symmetrical for all BSPs. In addition, we added the following equality constraints to conserve the total mass:

\[
\text{total body mass} = \sum_{i=1}^{p} m_{i} = \sum_{i=1}^{p} \bar{m}_{i}
\]
DC), which is a high-level modeling and optimization package. In step 2, the optimization problem was solved using a constrained nonlinear optimization function \( \text{fmincon function, MATLAB; The MathWorks, Inc., Natick, MA, Version 6.5} \). The optimization in step 2 is relatively simple, and therefore for convenience reasons, we chose to use this solver.

All BSP optimization variables in either step were considered to be independent. Note that in this formulation, COM location, mass, and moment of inertia, BSP estimates do not result in a unique solution. In addition, we tried a formulation that correlated mass \( m \) to moment of inertia \( I \) using the equation \( I_i = k_i m \), where \( k_i \) is the radius of gyration for segment \( i \). However, this formulation does not provide a unique solution as it still tries to fit three parameters for each segment (i.e., COM location, mass, and now radius of gyration—instead of moment of inertia). Furthermore, this formulation was computationally heavier to solve. The only formulation that we have identified that could have a single solution was if we assumed that each link could be represented by a point mass approximation. In this case, there are only two independent variables (mass and distance from the point mass to the axis of rotation) per segment. This formulation would make the solution unique; however, it would add overall error due to the point mass approximation.

### 2.2 Assessment of the Optimization Methodology (Evaluation Framework)

Since in actual experimental settings true joint net torque and BSP values are never known, we used the following framework to evaluate the performance of our optimization-based method (Fig. 3). In the first phase, we constructed an ideal error-free system of reference motions to use as test data. These data created sets of true noise-free anthropometric BSP data and true segment angle profiles for each motion. These data were then entered into top-down inverse dynamics calculations to obtain true values for the net joint torques and GRF for each motion. In the second phase to simulate real experimental situations, errors (dotted entities) were introduced to the true BSP and angular profiles.

**Fig. 2** Two step sequential optimization approach to determine optimal subject-specific body segment parameters (i.e., center of mass location, mass, and moment of inertia) in the presence of motion data error. Step 1 finds preliminary optimized BSPs and angular profiles that minimize the objective function; this step is done for the three different calibration motions. In step 2, the optimized angular profiles found in step 1 are concatenated together and BSPs from one of the three motions (BSP1) are used to find a refined second estimation (BSP2).

**Fig. 3** Framework for performance evaluation of the proposed method to determine the efficacy of optimized BSP estimates in calculating net joint torques. Note that the gray box corresponds to the sequential optimization described in Fig. 2.
which were then digitally filtered. These motion and BSP values were then used as initial guesses for the step 1 optimizations. In the third phase, we solved for optimal angle profiles and BSP estimates (BSP1 or BSP2) (Sec. 2.1.2). For the optimization, the true GRFs used in the objective function were derived from the top-down inverse dynamics solution of the true data. Finally, to test the efficacy of the approach, in the fourth phase the joint torque results from the different estimates of the BSP during the optimization were compared to the true values.

This method was implemented on a case study that focused on the 2D motion of a three-segment (head-arm-torso, thigh, and shank) system. For this system, we assume that the true values (i.e., BSP, joint center coordinates, segment angular profiles, GRF, and net joint torques) for a set of calibration motions were known. The motions for the segment angle profiles were derived from one individual (height of 1.8 m, mass of 80 kg) performing four planar sagittal motions at natural speed and builds upon previous studies that used this technique [19,31]. All motions were performed with the arms across the chest. The three calibration motions were (1) a long motion that involved a single cycle of flexion and hyperextension of the hips followed by flexion and extension of the knees, (2) a squat motion, and (3) a sway motion. In addition to the calibration motions, the test subject preformed a torso leaning motion, where he flexed his torso forward to an approximately 45 deg angle and then returned to an erect posture. The last motion was used to assess the effect of the optimized BSPs on a motion other than the calibration motions. Segment angle profiles for all motions were derived from motion data initially captured using a six-camera Vicon system (model 460, Vicon Peak, Lake Forest, CA) at a sampling rate of 100 Hz. To create the true segment angle profiles, baseline analytical profiles were derived by fitting the angular profiles from the motion-capture data to a 15th order polynomial function (polyfit function, MATLAB; The MathWorks, Inc., Natick, MA, Version 6.5). Using these profiles, the net joint torques and GRF were computed using a top-down inverse dynamics approach. To more closely simulate real-life experimental procedures, 2D coordinate data (x,z) for the joint center locations were generated from the baseline angular profiles combined with the kinematic constraints imposed by using a three-segment model with defined segment lengths. This step simulated the use of motion-capture marker data to identify joint center locations.

Next, error was introduced into these idealized true coordinate data (x,z). Error based on skin movement artifacts was simulated by a sinusoidal noise model derived from prior models in literature (e.g., Refs. [29,33–35]). The model parameters were set such that segment angular error was similar to measurement error, as reported in literature (e.g., Refs. [23–25]). Noise in the motion capture system was simulated using zero-mean white noise [19,29,33,34] with a standard deviation of 0.60 mm [26].

Errors in the BSP were introduced using a two stage procedure. In the first stage, errors were introduced to the body segment masses. Error in the head-torso segment mass was set to either +5% or −5% of the segment mass. The remaining difference between the true and the new mass of the head-torso segment was then distributed to the other body segments based on the premise that the mass of the head-torso is approximately 60% of the total body mass and would therefore dictate the rest of the segmental mass errors. Based on this assumption and error estimates taken from literature for other body segments, error was, respectively, set to −10% or +10% of the segment mass in the arm and thigh segments and −1 or +1% segment mass in the shank (Table 1). Total body mass remained constant as per Eq. (7). Using this approach, there could be two types of error: (1) the mass of the head-torso was heavier than the true value and the arms and legs were lighter, and (2) the opposite (head-torso lighter and legs-arms heavier). In the second stage, errors were randomly introduced into each segment’s center of mass location and moment of inertia. The maximum possible errors in each of these BSP estimates are presented in Table 1. Error magnitudes were selected from maximum error values reported in past studies [5–7].

Ten noise conditions, randomly assigned within the error boundaries defined in Table 1, were applied to the BSP values (simulating ten different test subjects of slightly different physique). Randomly-assigned motion noises were applied to each of the calibration motions simulating the noise conditions that would be expected when each “test subject” performed the three motions. After the errors in angular motion profiles and BSP estimates were introduced, the optimization problem was solved using the sequential approach.

2.3 Data Analysis. To examine the efficacy of the two-step sequential approach, a number of assessments were performed. First, convergence of the optimization algorithm was verified, and the average root mean square error (RMSE) between the true and calculated GRFs was checked. Second, we wanted to understand how variations in only the BSP affected the inverse dynamics solutions (Fig. 3); therefore, we inserted the estimated BSP from different points in the optimization (initial guess, post-step-1 (BSP1) or post-step-2 (BSP2)) into top-down inverse dynamics calculations that used the noise-free motion profiles. We then compared the net joint torques derived from the noise-free BSP values to the net torques derived from these BSP estimates. These net joint torques were used to compute the RMSE over all joints for a given motion at each step. Third, since in nonlinear optimizations the initial conditions (guess) can affect the solution of the optimization, we tested whether using different BSP from step 1 (BSP1) as the initial guess for step 2 would affect the net joint torque results. The different BSPs were obtained from each calibration motion, and the effect of these different initial conditions was evaluated by comparing the average RMSE of all net joint torques after step 2. Last, we used the torso leaning motion to assess if the BSP obtained using the optimization (BSP2 after step 2) reduced the joint torque error due to BSP error. For this case, BSP1 from the long motion were used as the initial guess to determine BSP2.

3 Results

First, for all trials, the optimization algorithm converged, and for step 1 it always reduced the difference between the true GRF and the calculated GRF to RMSE values of less than 0.02 N (or 0.02 N m for the ground reaction ankle moment). Second, Table 2 presents the average differences in net joint torques (RMSE) between the true values and values obtained using the estimated BSP at each step of the optimization (i.e., RMSE due only to BSP). Comparisons between before and after step 1 values show an average reduction in the RMSE of 76.6%, 52.4%, and 56.3% for the individual long, squat, and sway motions, respectively. For the combined motion, an overall reduction of approximately 77% was found when comparing the RMSE of the nonoptimized (initial) noisy values to the more refined BSP estimated after step 2 (BSP2). Third, we found that using BSP1 values obtained from different motions as the initial guess for step 2 had a substantial effect on the net joint torque RMSE after step 1, but little effect after step 2. That is, the average reduction in RMSE from step 1 to step 2 was 11% for the long motion, but 46–47% for the sway and squat motions; however, the overall improvement between initial and step 2 results (−77%) differed by less than 1% for all three sources of BSP1. Last, a fourth unrelated motion (torso leaning) was evaluated. Comparison between initial noisy values to results using BSP2 found an average reduction in RMSE of 69%.

4 Discussion

This paper proposes a method for improving the accuracy of calculated net joint torques by computing optimized anthropometric BSP estimates in the presence of motion-capture noise. The concept of estimating BSP using GRFs was previously proposed...
by Vaughan et al. [17]; however, that method was not validated and not designed to account for characteristic motion data errors (i.e., skin movement artifacts). In contrast, our sequential approach was able to accommodate and optimize BSP calculations even when errors existed in the motion data. Furthermore, by adding the second optimization step (step 2), reduction in net joint torque error shows improvement (11–47%) compared to results obtained if only one optimization step was performed. These findings highlight the utility of our multistep approach for improving torque calculations. Comparing noisy initial guess values for BSP to final post-step-2 optimized set of BSP (BSP2), we found that the error in net joint torques due to BSP inaccuracies was reduced by 77% (average RMSE over all joints). Moreover, when these BSP2 values were used on a new motion (torso leaning), a reduction in net joint torque of 69% was also achieved.

It should be noted that, although an optimized set of BSP was found that minimized the error in the net joint torques (which was our main concern), these BSP estimates are not a unique set and cannot be considered the true BSP values for each segment. Block and Spong had similar findings in their investigation of a two link robotic arm [36]. Our pilot work suggests that, when the true value for one BSP is given and the other two are manipulated by the optimization, the true values for these two parameters can be determined. This finding indicates that if we can determine one of the parameters with high accuracy using a different method, it would be possible to use the optimization method to ascertain true values for the other two parameters.

This method is subject to several limitations. First, the optimization problem was formulated with the assumption, in accordance with traditional inverse dynamics studies, that each segment in the body could be viewed as a rigid link. Yet, in reality, the segments consist of two parts: bones, which are considered rigid, and soft tissues (e.g., muscle, skin, and ligament), which are not. Therefore, researchers have concluded that during high-impact motions, the rigid body model may not be suitable [37]. Thus, due to the rigid body assumption, the calibration motions should be based on relatively slow motions with no impact. Second, in this investigation we did not consider the effects of inaccuracies in GRF measurements on the net joint torque estimations. Third, our method may not be suitable for finding BSP for small body parts (e.g., fingers) since these have relatively small effects on the ground reaction forces. Fourth, in cases where the initial BSP estimates are very close to the true values, it is possible that the optimized BSP after step 1 will be slightly worse (e.g., lines 3 and 7 in Table 2). This issue is also one reason for adding the second optimization step since after step 2 the error is very small.

A final limitation is that this study used a 2D model with three degrees of freedom (3DOFs) to represent the human musculoskeletal system. Therefore, currently this method only supports BSP estimations in the sagittal plane. Also, the body was represented by three segments with the assumption that bilateral motion and BSP were symmetrical. Real experiments, on the other hand, may require more than three segments to represent human motion, and the symmetry assumption for the body segments may not be valid. In such cases, more complex models (with more degrees of freedom and more optimization variables) will be needed. The 3DOF problem presented in this paper has ~350 variables. More complex problems will likely range from 1000 to 3000 variables. Even with these large numbers, it should be quite feasible to implement this optimization approach in the future as the optimization problem scales roughly linearly, and problems with 500–5000 variables are not considered especially “large” given current computational capabilities [38].

Future studies should be conducted to extend the proposed approach to account for inaccuracies in the ground reaction measurements and to add more DOF to the model (in 2D and 3D). For example, this technique may be applicable to data collection situations when two force plates are used. One adaptation could be to create two inverse dynamics models; a bottom-up model for the lower extremities that uses the ground reaction data and a top-down model for the upper extremities. These models would then meet at some point on the torso (e.g., L5/S1 joint). The optimization would adjust parameters in the each model in order to minimize the difference in the forces and torques at this meeting point. An additional improvement could be to include an iterative cycle in which the refined BSP after step 2 (BSP2) would be used to calculate new estimations of the angular profile for each of the three calibration motions. Optimal BSP estimates could then be achieved by repeating the iteration until convergence. As an alternative method for achieving better motion profile estimations, corrective methods that compensate for skin movement artifacts, such as the cluster method [39] and global optimization methods incorporating joint kinematics constraints [33–35], could then be used in step 2 to optimize for BSP.

In summary, this research built upon a method proposed by Vaughan et al. [17] that attempts to improve net joint torque accuracy by optimization of the BSP. Our method enables estimation of the body segment parameters while characteristic errors in motion measurements are present. The results of our approach significantly reduced the errors in the inverse dynamics solutions for net joint torques due to BSP inaccuracies when compared to the results of initial estimates. Full development of this method can lead to a simple fast technique for improving inverse dynamics-based net joint torque calculations through the use of a series of short calibration motions. By applying the optimization approach
to these calibration motions, it is possible to identify a set of BSP for a given individual. These BSP values would then be used in inverse dynamics analyses of desired experimental motion(s) performed by the subject. While knowledge in optimization techniques is currently necessary to further explore this method, we envision a future where optimization methods for improving estimations for BSP, motion profiles, joint torques, etc., will be provided by motion-capture system manufacturers or third-party biomechanics companies in the same manner that they currently provide programs to calculate 2D/3D joint torque and angle data.
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