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Abstract

Quorums are a basic construct in solving many fundamens#iilolited computing problems.
One of the known ways of making quorums scalable and effiggehy weakening their intersec-
tion guarantee to being probabilistic. This paper explsez®ral access strategies for implementing
probabilistic quorums in ad hoc networks. In particular,wesent the first detailed study of asym-
metric probabilistic bi-quorum systems and show its adsges in ad hoc networks. Such an asym-
metric construction of probabilistic bi-quorum systemslso useful for other types of networks
with non uniform access costs (e.g, peer-to-peer netwoil®) paper includes both a formal anal-
ysis of these approaches backed up by an extensive simultziged study. In particular, we show
that one of the strategies that uses Random Walks, exhilgitsrhallest communication overhead,
thus being very attractive for ad hoc networks.

Keywords: Wireless Ad Hoc Networks, Quorums Systems, Random Walksatiaon Service, Dis-
tributed Middleware

1 Introduction

Quorumsare a basic construction in many distributed systems. Thmybe used as building blocks (or
at least as a design pattern) in solving various fundamenthlems such as Consensus [25], distributed
dictionaries and location services [20], distributed atar [4, 48], etc. While most implementations of
guorum systems are deterministic, some works have sughthet@ise of probabilistic quorums as a way
of improving their resilience, efficiency, and scalabili§0].

The idea behind quorums is that they ensure intersectiandaet subsets of nodes. The intersection
property enables maintaining consistency of actions tdikenodes of a distributed system. This is
achieved by contacting a quorum of nodes before taking @aratiat could change the state of the
system, or before completing operations that might cortlicer operations. This ensures that any two
such actions are seen by at least one common node, whichesriailel detection and elimination of
conflicts.

In ad-hoc networks [66], location services are one of thetnmogortant services for many of the
envisioned applications, as they enable users to find irdtom and services stored by others. As
discussed in [20], a very large percentage of location sesvare based on bi-quorums, whether they are
built explicitly or implicitly as part of the overall soluin. Recently, there have been several attempts

*A shorter preliminary version of this paper appeared in #ita 3EEE International Conference on Dependable Systems
and Networks, June 2008.



to solve Consensus and distributed storage in ad-hoc nedyweig., [13, 16, 45]. As mentioned before,
these also require quorums.

In this paper we investigate the implementation of scalg@t#babilistic quorums in ad-hoc net-
works. Ad-hoc networks are unique, compared to wired nétsyan several aspects. In wireless ad-hoc
networks, routing and flooding are extremely expensive.ddeapplications and services developed for
these networks should avoid multiple hop routing and flogdis much as possible, and instead aspire
to rely solely on local one-hop message exchanges. The dgmeature of ad hoc network (caused by
churn and nodes mobility) makes the usage of strict detéstiirguorums highly costly. Therefore, for
the sake of scale and efficiency, we relax the requirementseofjluorum system to probabilistic ones,
similar to [50].

One could potentially use geographical knowledge for copsbn of quorum systems in ad hoc
network (e.g., [42, 64]). However, as GPS and other accp@d#ioning techniques may not always be
available, and since the network’s boundaries are not awagwn, in this paper we look for quorum
systems that do not rely on geographical knowledge.

Contributions of this work. A central contribution of this work is the introduction ofetlfirstasym-
metric probabilistic bi-quorum system. Specifically, in previomerks, e.g., [44, 45, 50], accesses to
all quorums of a probabilistic bi-quorum system are perfedrusing the same access stratedy.that
respect, all previously known probabilistic bi-quorumtsyss aresymmetric In particular, we prove a
“mix-and-match” lemma, showing that it is possible to congbiifferent access strategies (and differ-
ent quorum sizes) and still obtain intersection with a @éesrobability. This is an important enabling
result for implementing probabilistic bi-quorum systemsny network in which the access cost is non-
uniform, such as ad-hoc networks and peer-to-peer nety@B6]. This is because in a network with
non-uniform communication cost, accessing a random seiggsmimeans having to contact at least some
far away (or “expensive”) nodes on each quorum access. QGuitighows that in fact only one type of
quorum access (e.g., advertise or update) needs to be ‘@xp&rwhile the other (e.g., lookup or read)
can be optimized to only access the closest (or “cheapestgs Specifically, we demonstrate that
such asymmetric bi-quorum systems indeed offer superidoqmeance compared to symmetric ones in
ad hoc networks.

Another contribution of our work is the orderly introducti@nd study of several schemes for ac-
cessing probabilistic quorums in ad hoc networks. We sthdyperformance of the proposed schemes
both analytically and by simulations. In particular, onétaf schemes we investigate is based on random
walks (RW). The use of RWs in wireless ad hoc networks has pemmously proposed to solve various
problems such as membership construction [17, 9], relialoiicast [17], routing [62] and querying [6].
RWs are attractive for ad hoc networks since they requirtheeimulti-hop routing nor broadcasting,
which are expensive in ad hoc networks [9]. Also, they offiee fjrain control over the communication
overhead as well as early halting capabilities, as elabdrater in this paper.

Additionally, we provide a number of useful formal result®at random walks in random geometric
graphs. First, we provide a novel result aboyaatial cover time (PCTpf RWs in random geometric
graphs. We were able to show that covering a sub-linearidract nodes; takes a number of RW steps
that is linear ini. In addition, we provide a definition of thossing timeof RWs and a lower bound
on the crossing time in random geometric graphs. To caphaediiability of the quorum systems in
dynamic environments we present a new metric, callegradation rate These results help us reason
about the costs and benefits of the various access stratagie®ll as complete bi-quorum systems.

All our results are validated through an extensive simokastudy, carried on the JIST/SWANS
simulator from Cornefl, which models mobility, collisions, and signal propagatiand implements the
entire 802.11 MAC.

1In [44, 45], the authors use the term “asymmetric probatiliguorums”, however the asymmetry in [44, 45] refers to
different quorum sizes and not different access strategies
2http:/ljist.ece.cornell.edu/



Paper’'s road map. For methodological reasons, we first present the basic ptsoé probabilistic bi-
guorum systems and the various access strategies, anchenlyurn to the mix-and-match lemma and
the simulations based evaluation. Specifically, we staihbpducing some preliminaries and system
model in Section 2. Section 3 describes the metrics usedataae Quorum Systems. In Section 4 we
present a number of general strategies for accessing & sjugrum. We then show in Section 5 how
to mix those strategies and implement several differertbgiidistic e-intersecting quorum systems and
discuss their properties analytically. Quorum mainterandhe face of churn and mobility is discussed
in Section 6 and certain optimizations of the basic acceategies are discussed in Section 7. Section 8
presents the simulation study. We discuss related work aticde9 and conclude with a discussion in
Section 10.

2 Preliminaries

2.1 Quorums and Bi-Quorums

Intuitively, a quorum system is a set of subsets such thatyewd subsets intersect. Moreover, a bi-
quorum system consists of two sets of subsets such that ehslketsn one set intersects with each
subset in the other set. Below, we provide a formal definibbthese notions, following the works
of [21, 24, 30, 54].

Definition 2.1 (Set System) A set systemS over a universé/ is a set of subsets @f.

Definition 2.2 (Quorum System)A quorum systen over a universé/ is a set system ovédy such
that for anyQ, Q> € Q, Q1 N Q2 # 0.

Definition 2.3 (Bi-quorum System)A bi-quorum systen@ over a universé’/ is a couple of set systems

(Q1, Q2) such that for any); € Q; and@ € Qs, Q1 N Q2 # 0.

In this work we focus on bi-quorums. We will also refer to theare adookup andadvertise
quorums given that bi-quorums are often used in conjunciiih lookup and advertise operatiohs.
However, the discussion applies the same for any bi-quosstes).

A data discovery service as well as any distributed dictiprean be implemented using an adver-
tise/lookup quorum system as follows: Publishing a data ieimplemented by contacting all members
of a singleadvertise  quorum and having them store the information. Looking updat is per-
formed by contacting bokup quorum. The intersection between aagvertise  quorum and any
lookup quorum ensures that if a data item has been published, iba/fibund by the lookup operation.

2.2 Probabilistic Quorums

In probabilistic quorum$50], a quorum system is not fixed a-priori, but is rather ptkn a probabilistic
manner for each interaction with the quorum system. For @kanin the case of bi-quorums, such as
lookup/advertise quorumes, it is ensured that each (rangseiectedjookup quorum intersects with
every (randomly selectedidvertise  quorum with a given probability.

2.3 Ad Hoc Network System Model

Consider a wireless network comprising a finite set of nddekcated arbitrary in the plane. A node
in the system is a device owning an omni-directional antehatenables wireless communication. Let
X; fori=1,2,...,|V]| denote the location of the nodes. For simplicity, we alsoXiséo refer to the
it" node itself. We denote biyX; — X;| the Euclidian distance between nadigand nodex;.

3We discuss implementing read/write registers via quoruneiction 10.



Communication model. We consider two possible models for a successful recepfiartransmission
over one hop, which are commonly used in the literature [27.,, 3

The Protocol modelln this model, each nod&; is associated with a specific transmission rangé\
transmission fromX; is received successfully b¥; if and only if | X; — X;| < r; and for every other
simultaneously transmitting nod€;, | X, — X;| > (1 + A)r,. A > 0 is theinterference parameter
To simplify the analysis, we assume that all transmissioigea are the same: foreagh € V,r; = r.
The Physical modelLet 7 C V be the set of nodes simultaneously transmitting at someitisiant,
and denote by’ the transmit power of nod&, € 7. The transmission from nod¥; is received
successfully byX; if and only if

b
| Xi— X~

5 >3
k
No+ D x,e7 X, =X,

In this model, a minimum signal-to-interference-plusseoratio (SINR) of3 is necessary for suc-
cessful reception. The ambient noise power level is dendigdnd the signal decays deterministically
with distancer as1/r“. As typical to this model, we assume that= 2. In our simulations, we use
homogeneous transmit powers: for eache V, P, = P.

Theoretical Graph model. We carry all our analysis in the protocol communication mouddich
greatly simplifies the formal analysis, without affectitng taccess strategies. In addition, all our results
are validated by a simulation study, performed in the moadigic physical model, (which includes
a realistic signal propagation model, signal interferemtistortions, background noise, unidirectional
links, etc.), as elaborated in Section 2.4.

In the protocol communication model, all nodes that aretkxtavithin the transmission rangeof
a nodeX; form the set ofX;’s potential neighbors. The combination of the nodes anaéighborhood
relations forms a wireless ad hoc network. The resultingvagk connectivity graptG = (V, E) is a2-
dimensionalnit Disk graph, in whichn nodes are embedded in the surface of a unit foarsd any two
nodes within Euclidean distaneeof each other are connected. When the nodes are placedmlyifor
at random on the surface the resulting graph is knownRaralom Geometric GraptRGG) [58] and
is denoted byG?(n, 7). Specifically, theg?(n, r) graph is often used to model the network connectivity
graph of 2-dimensional wireless ad hoc networks and serefaronks [26, 27].

We assume that nodes do not know their position and we do ot geographic knowledge.
Yet, each node knows all of its temporal direct potentiaghbors (nodes with which it can currently
communicate directly). This can be implemented, e.g., bynple heartbeat mechanism that is present
in any case in most routing protocols in ad hoc networks [BB&ddition, a node can communicate with
its non-direct neighbors (if exist), if other nodes agreeetay its messages.

New nodes may join and existing nodes may leave the netwakyatime, either gracefully or by
suffering a crash failure. Nodes that crash or leave the arktway rejoin it later. The rate at which
nodes join and leave the system in known asdingrn rateof the system. We assume that the network
remains continuously connected.

2.4 Simulations Setup

Our simulations were performed using the JiST/SWANS sitoulgs7] from Cornell university, which
is a discrete event based network simulator that includezcanrate model of a full networking stack.
All simulation parameters are summarized in Figure 1.

The signal interference model was RadioNoiseAdditive,cllis based on a cumulative noise com-
putation with SINR and capture effect. This is equivalenthis Physical model of successful reception

“In practice, the network is flat rather than a torus. Howethés,does not affect the access strategies, but greatlylifizsp
the formal model. At any event, our simulations are carrie@dlat topology with a physical reception model.
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PHY

Signal Propagation model (PathLoss)

Two-Ray ground reflection

Signal Interference model

Cumulative noise with SNR and capture effect

Transmit power

15dBm  (31.62 mW)

Receive Thresh (RXThresh in ns2)

-71dBm (7.9432¢-8 mW)

Sensitivity Thresh (CSThresh in ns2)

77 dBm  (1.9952e-8 mMW)

Background noise (thermal noise)

-101 dBm (8.0080e-11 mW)

SNR (B) (CPThresh in ns2)

10

TX/RX Antenna gain 0dBm (1 mW)
Fading None
Ideal Reception range 200 meter
Carrier Sensing Range 299 meter
MAC
Modulation DSSS with long preamble and PLCP header
Slot Time 20 us
DIFS 50 us
Bandwidth 11 Mbps for unicast, 2 Mbps for broadcast
Simulation Scenarios
Message size 512 bytes + IP + MAC + PHY headers

Node count
Density (# of one hop neighbors)
Mobility

50, 100, 200, 400, 800

10 default. Varying: 7, 10, 15, 20, 25.
Random WayPoint, default speed 0.5-2 m/s
Varying max speed: 2,5,10,20 m/s, pause 30s
AODV

10sec

100

1000 (by 25 random nodes)

Routing protocol (when applicable)

Heartbeat cycle
# of advertisements

# of lookups

Java pseudo random number generator, initialized with the current time in millis as seed

Figure 1: Simulation parameters

and is also identical to the interference model used in Gkimand NS2 version 2.33 simulators (refer
to [40] for more details). The ideal reception range, withaay collisions, was set to 200m and the
average number of neighboré,,., ranged from 7 to 25 in various simulations (defadt, = 10).

This was achieved by scaling the area size according te % and resulted in all networks being

connected (according to the connectivity result of [26],, should berr?n = Clnn, forC > 1 and
in our casel,,, = 7 boundedC'Inn for all n’s we used). The nodes were placed at uniformly random
locations in a square plane. All simulations were performecdhetworks of 50, 100, 200, 400 and 800
nodes.

The multi-hop routing protocol used for accessRgNDOM quorum is AODV. The mobility pat-
tern was the Random Waypoint model with different speedse défault speed of movement ranged
from 0.5-2 m/s, which corresponds to slow and fast walkingesis, and an average pause time of 30s.

3 Quorum Systems Metrics

Any implementation of a probabilistic quorum system canredyzed according to the following quality
measures [50]:

Intersection probability: Probabilistic quorum syster® is ane-intersecting if the probability of any
pair of quorums to intersect is at ledst- ¢.

Formally: LetQ be a set system, let be an access strategy f@, and let0 < ¢ < 1 be given. The
tuple (Q, ¢) is ane-intersecting quorum system ®r[Q N Q # @] > 1 — ¢, where the probability is
taken with respect to the strategy

Access costThe cost (in messages) of accessing a quorum.

Load: The request load on a single node. The target is to balanaedgest load equally between the
nodes.

Failure resilience: The resilience of the quorum system to failures. It is mezsibly two parameters:



1) Fault toleranceof a quorum systen® is the size of the smallest set of nodes that intersects
all quorums in@ (i.e., the minimal number of nodes whose crash will leavesysem without any
quorum). As shown by [50], the fault tolerance of a probabdi quorum system of size\/n isn —
kv/n +1 = Q(n). In an ad hoc network it is also required that the quorum ndoes a connected
graph (see Section 6 for an elaborative discussion on ctiviteof ad hoc networks).

2) Failure probabilityof a quorum system is the probability that the system becdlisabled when
individual nodes crash independently with a fixed probghbili As shown by [50], the failure probability
of a probabilistic quorum system of sizg/n is e~ forall p < 1 — % Again, in ad hoc network,
guorum nodes must also form a connected graph.

Failure resilience refers to the resilience of the wholerqomosystem to failures, rather than the
resilience of a single quorum. As long as the entire quorwatem has not failed, a new live quorum
can be found. But it does not say anything about the livenessahance of survival of a previously
accessed quorum. Therefore, failure resilience is not gimeo measure the resilience of a dynamic
quorum system. For this reason we introduce the followingechmeasure:

Degradation rate: The rate of change in the intersection probability, as atfanaf network churn.

For probabilistic quorums, this metric translates to thebpbility that two quorums accessed at dif-
ferent times will intersect despite the fact that betwears¢htwo accesses some nodes have crashed
or new nodes have joined. Hence, degradation rate captuee®silience of a single quorum in the
face of dynamic changes. The degradation rate helps deii@gmivhen should the quorum system be
reconfigured, or refreshed, in order to recover from fagurede departures and joins.

4 Quorum Access Strategies

An access strateggiefines the way in which a client trying to access a probaigilcpiorum propagates
its requests. The access strategy may impact all the maasuaequorum system we presented above.
In a bi-quorum system, it is possible to mix and match betwberaccess strategies used for lookup
guorums and those used for advertise quorums based, ethe oslative frequency of requests of each
type. We now present several such access strategies.

In this work we focus on three main strategie@ANDOM, PATH and FLOODING. RANDOM
simply accesses a set of random, uniformly chosen nde#&BH is a Random Walk, which traverses the
network graph until it covers a sufficient set of differenties. FLOODING performs a limited scope
flooding of the network, which covers a set of different nodes

In addition, we consider a number of significant optimizasiowhich can turn some of the strategies
even more appealing. The main novelty of our approach is gityab mix those strategies in different
ways, achieving various tradeoffs discussed below. Moeeifipally, we show that in order to construct
probabilistic quorum systems, some quorums can be accéssegtimized, non-random strategies.
This is in contrast with the previous methods [45, 50], whised aRANDOM strategy to access every
quorum.

Figure 2 provides a summary of the asymptotic costs andtgtiedi properties of various access
strategies, for general networks and for Random Geometaplts. We elaborate on each of the strate-
gies and the corresponding entries in the table below. Téidifie refers to the type of accessed nodes:
random uniform or arbitrary. The second and third lines wagpthe cost (the number of messages) to
access(Q| nodes. Number of lookup replies refers to whether multipundant replies will be sent in
the response for a lookup access and early halting refeteetaliility to stop the lookup operation the
moment the looked-up object is found, without the need t@s&the full quorum. We now turn to the
details.



RANDOM

Membership based | Sampling based PATH FLOODING
Accessed Nodes | Random Uniform | Random Uniform Arbitrary Arbitrary
General Network ‘Q‘ Diameter |Q| T, PCT (\Q\) ‘Q‘
Random [n
Geometric Graph ‘Q‘ In(n) |Q|n |Q , for |Q| =o(n) ‘Q‘
Need Routing Yes No No No
Need Membership
Service Yes No No No
# Lookup Replies Multiple* Multiple* One Multiple
Early . .
Lookup Halting No No Yes No

* unless accessed serially

Figure 2: Asymptotic and qualitative comparison of diffetraccess strategies, for general networks and
for Random Geometric Graphs.

41 RANDOM

In this method, a quorum (belitiokup or advertise ) is simply any random, uniformly chosen, set
of nodes(). We consider two implementations to access such a random set

Membership Service based Implementation. If a full membership is available (it can be obtained
through a standard membership service [15], implemented, l&y every node occasionally flooding
the network with its id), a node can simply randomly seleatenils from its membership list. Alterna-
tively, nodes can utilize a random membership service fdradnetworks, such as RawWMS [9], which
provides every node with a set of uniform-randomly chosesterids.

Once nodes’ ids for a given quorum have been fixed, accedsmguorum can be done by sending
a message to each of these nodes through unicast routinga dt@rum of sizeé@)| we need to send
messages t{)| nodes. Thus, at the application level, the costjs However, since we are operating
over ad hoc networks, the true number has to take into acehantost of multi-hop routing, which
includes both the cost of using the routes and establisthiegdutes. In the general case, the cost of
using the route i9(|Q| - Diameter), while Diameter denotes the diameter of the network.

Cost in Random Geometric Graphdt is well known ([26]) that the diameter of a random geontetri
graph with transmission rangeis © (1/r) and the minimal- to guarantee network connectivity is

Q(4/ “17"). Thus, assuming the nodes are uniformly distributed, tiee mf accessing a quorum of this
type is

Inn

0 (|Q| - Diameter) = © (|Q| - 1/r) = O <|Q| L)

When|Q| = ©(y/n), the cost i@(%}%ﬂ).

As for the cost of establishing the routes, it is hard to prieainalytically. This cost also depends on
routes reuse. In slow moving ad hoc networks with low chute,ridis best to reuse the same quorum
between consecutive invocations as long as all its memberseachable. This amortizes the initial

route discovery cost over several requests.

Direct Sampling based Implementation. If no membership service exists, a quorum can be picked



directly by using a sampling service. One possible impldat@n of a random uniform sampling
service for ad hoc networks based on random walks (RWs) iwithesl in [9]. Generally, RWs sample
nodes in a non-uniform manner, proportionally to nodes’releg. To provide uniform samples, the
sampling algorithm in [9] utilizes a special form of RW, @lla Maximum Degree RW (MD RW).
Every uniform sample is obtained by a single MD RW, whose tleregjuals the network mixing time.

Using this method, thRANDOM quorum can be accessed directly by starting an appropniete n
ber of Maximum Degree RWs every time a quorum should be aede3$e data item is then published
(or looked for) at the end node. Since two or more RWs may etiteiisame node, then for a quorum of
size|Q|, we may need more thg®)| RWs. However, for similar arguments as in the birthday paxad
aslong asQ| = O(y/n), the chance of such collisions are very small. Hence, no thargQ| RWs are
needed (for a more precise analysis refer to [9]). As a rethdtcost of accessingRRANDOM quorum
by this method i99(|Q| - T} ), While T,,,;,. denotes the network graph mixing time.

Cost in Random Geometric Graph3he mixing time of a MD RW in Random Geometric Graphs was
studied in [9] and was found to be approximately2. Thus, the total communication complexity of
accessing a quorum of si&®y/n) in this way isO(n+/n). Yet, here we never invoke routing.

4.2 PATH

Another way to pick a quorum is by performing a sin@enple Random Walk (RWyhich traverses
the underlying network graph until it visit§)| different nodes. Naturally, the size of the quorym|,
should be set such as to guarantee the intersection pragfeifte quorum system. At every step, the
RW picks one of the neighbors of a current node at uniformkaatiom and moves to this neighbor. In
addition, the RW counts the number of distinct nodes it haided. This can be implemented, e.g., by
storing the list of all visited nodes in the RW header. Anotivay to implement it is for every node to
store the last hop of every RW that passes through it. Sincefkget at using short RWs (in the order
of v/n), the list of visited nodes in the header does not introdusigraficant additional communication
overhead.

The biggest advantage of a RW is that it does not require phedhiop routing. In addition, the
RW implementation does not assume anything about the pgrepearf the underlaying network graph
(aside from being connected). RW simply proceeds until aired number of distinct nodes has been
encountered. However, RW can generally revisit the samesotre than once and may even include
loops. In order to estimate the efficiency of the RW based atktive must estimate the average number
of steps that takes a RW to vigitlifferent nodes.

The number of steps required for a simple RW to vigiifferent nodes is called theartial Cover
Timeand is denoted byPCT (i) (for a given graph). Formally, forv € V, let PCT,(i) be the
expected number of steps needed for a simple random watkngtat v to visit ¢ distinct nodes irG,
and the partial cover time @ is PCT(i) = max, PCT,(i). Thecover timeC¢, of G is the expected
time to visit all nodes irG, i.e.,Cg = max, PCTg(n).

PCT of Random Geometric Graphs. It is already known that for Random Geometric Gragh§n, )
and0 < ¢ < 1, PCTg(cn) < O(n) [6] and the full cover timed = 1) is PCTg(n) = O(nlogn) [7].
We now extend the result of [6] to achieve a tighter bound areing a sub-linear number of nodes.

The below theorem establishes a novel result about padiedrdime of random geometric graphs:
coveringt = o(n) different nodes irG?(n, r) is linear int.

Theorem 4.1. Lett = o(n). For ¢ > 1, if 2 > €187 ‘thenw.h.p.for G*(n, )
PCTg(t) < 2at

where, for large enough, « is a constant not depending an
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Figure 3: RW Partial Cover Time - Number of RW steps requicedisit uniqgue nodes. UNIQUE-RW
almost never revisits nodes (for a small number of visitediesd.

Proof idea. The detailed proof is deferred to the Appendix. It is basedounding the expected
number of visits to each node during the walk of lengts o(n) by a constanty not dependant on
and then showing that the number of distinct nodes visitetheyRW of this length is at leasf (2«).

Theorem 4.1 establishes an asymptotic result, withoutifsjireg the exact constants. Therefore,
we have performed an empirical study of the partial coveetinrigure 3 depicts simulation results
for the number of different nodes visited by a single RW (&hdIQUE-PATHRW explained below),
for different network sizes, densities and quorum sizesthése runs, performed on the same setting
as reported in Section 2.4, we run a RW until it visits a fixednbaer of different nodes and count
the number of required steps (averaging across multiple Bidsruns). According to Figure 3(a),
for example, withn = 800, in order to visity/800 = 28 nodes, a simple RW has a length4sf, thus
PCTg(y/n) = 1.64/n. For smaller networks, the same constant.6fis enough:PCTg(1/n) < 1.6y/n
for anyn < 800. Actually, PCTg(i) for even larger values afis still linear ini. For example, for
n = 100, PCTg(50) = 127, thusPCTg(n/2) ~ 1.3n.

Figure 3(b) depicts the influence of a network densityRari7. Intuitively, in sparse networks RW
is expected to revisit the same nodes more often, since ikbaghoices at every step. On the other hand,
a dense network, in which every node has a very large amourgighbors, may resemble a complete
graph. A complete graph is known to have a very snill'T (for example, PCT ompicte(n/2) =
In(2)n ~ 0.69n on a complete graph, which can be shown by a simple balls arsdasgument, [56]).
Note that the sparsest network that is still connected hasghbors on average. Less than 7 neighbors
resulted in disconnected networks with multiple partiiamalmost all our simulations, as also predicted
by [26]. Even in this networkPC'Tg(y/n) = 2.5y/n, for n = 400.

When implementing lookup operatior®ATH quorums have the following advantage: whenever the
searched data has indeed been published, the RW is likelgddife advertisement before visiting all
|@Q| nodes. In this case, calledrly halting a reply can be returned immediately and the RW is stopped.
This reduces the communication overhead of lookups. As wes sh Section 8, early halting usually
halves the length of the RW.

4.3 UNIQUE-PATH

An optimization of thePATH strategy is to perform the RW in a way that avoids visitingghme nodes

more than once, also known aself-avoidingRW [49]. That is, at every step, a RW picks at random
one of the neighbors of a current node that has not beend/igitieand moves to this neighbor. In a rare
event that all the neighbors of a current node have beerdibif the RW, an arbitrary random neighbor



is chosen (as in a simple RW).

A self-avoiding RW is expected to have a smaller partial cdivee than the simple RW, since more
different nodes are visited by the same number of steps. We &apirically explored the covering
properties of a self-avoiding RW. As can be seen from Figyren3pirically, indeedJNIQUE-PATH
almost never revisits a node (at least f@& = O(y/n)). As opposite to the simple RW, the self-
avoiding RW is almost not affected by the network densityericat the sparsest network of 7 neighbors,
PCTg(60) = 70, for n = 400. This comprises the biggest advantage ofti/QUE-PATH strategy.

In addition, note that th&/NIQUE-PATH strategy incurs the same communication bit-complexity
as the simpldPATH. This is since we need to remember the ids of the visited niodiee RW message
header anyway, to count the number of different visited sad@rder to make sure the correct number
of quorum nodes have been accessed.

If the quorum system is to be used for a location service (gradiner service that requires quorum
nodes to reply to the originating node) the node that stdredacation information has to send back a
reply, specifying the actual location. HFATH or UNIQUE-PATHare used, it would be more beneficial to
send the reply back on the reverse path of the RW instead akiimy a costly routing to send the reply.
Additional RW related optimizations and implementatiomaile are described in Sections 6 and 7.

4.4 FLOODING

Another way to access a quorum is by flooding. Since in thergénase flooding will reach all network
nodes, which might not be necessaryinaited scope floodingan be used instead. That is, the request
is broadcasted from a given node to all its neighbors withvargiTime-To-Live (TTL). Each neighbor
that receives the request for the first time decreases theb/Tane, and if the result is larger than 0,
rebroadcasts the message to its neighbors, etc. All nodesetteive the message are members of the
quorum. FLOODING can also be used to implemesdvertise  quorums, by flooding the whole
network and every node picking to take part in tovertise  quorum with probability|@|/n. To
prevent multiple simultaneous broadcast transmissiama frolliding, we use a random jitter ([36]) of
10 millisecond, as suggested in [11].

The biggest challenge of usife. OODINGis how to set the TTL in order to ensure that the message
is received byk nodes, for a giverk. The amount of nodes covered by flooding directly depends
on the network topology and network density. Here we suggesbssible implementations. First
implementation is based on the explicit assumption thantaes are uniformly distributed over the
network and the average density is known (this holds, engnabile networks with random movement
pattern). In such a case, the value of the TTL can be thealgt@pproximated.

However, if the topology is different or the density is unkmoor may change unpredictably, a dif-
ferent implementation strategy, termexjpoending ringcan be used (widely used in the reactive routing
protocols in MANET [11]). According to this strategy, thaginating node starts a series of floodings
with increased TTLs. In every round, the originating nodewti estimate the amount of accessed nodes
and continue until roughly@| different nodes have been accessed. The counting can benrepted
by nodes sending back acknowledgements. In order to retiecexcessive amount of acks a number
of techniques can be used. One such technique combinesktdram different nodes along the ack
reverse path. Another technique is for nodes to ack prabtbdlly and for the originating node to esti-
mate the amount of accessed nodes based on the number védeaeks and the reply probability. The
expending ring is a robust implementation that ensurestligatequired number of nodes are accessed
on any topology. This robustness however comes at the s@&degommunication cost.

The main drawback of flooding is the inability to have a fineimgi@ontrol over the exact number
of nodes that receive the message (this is a shortcomingtbfteohniques described above). This is
captured by the notion afoverage granularitfC'G). Coverage granularity measures the difference in

the flooding coverage when increasing the TTL by one. That@s(i) = N]:fjl , whenn; is the expected
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covered by flooding as a function of TTL. (c) and (d) Coveragarlarity: CG(i) = N]jjl. Flooding
has highC'G for small (effective) TTLs.

number of nodes that are covered by flooding with T7TTB8]. N1 = 1 (only the originating node). A
smallC'G allows a more adaptive flooding, that adjusts to varying iiessand failures, for example by
increasing thd'T' L by one in the expended ring implementation. Figure 4 depiatsilation results of
TTL influence on the flooding coverage. We can see the substgnbwth in the number of covered
nodes, when increasing TTL'G(3) is always above 2)'G(4) andCG(5) is between 1.75 and 1.25 for
different network sizes. When varying network density; is approximately the same for all densities
and is around 1.75 for TTL 4. Such a big flooding coverage deaityiimpedes its efficient use.

An additional disadvantage dgfLOODING is that it does not posses tlearly halting property
- there is no way to stop the flooding from expanding, befoeeThL expires. Another drawback for
location services is the numerous number of replies thabeisent back to the starting node, which also
increases the communication cost. Last but not least, bastidg in wireless networks has a number
of network level disadvantages. For example, in 802.11 Wigivorks [35] broadcasting is less reliable
since nodes do not acknowledge broadcast messages; stsadusually sent at the lowest possible
rate of 1 or 2 Mbps since low rates enable a better signal cgpitnich is especially important due to the
lack of acks; broadcast is less energy efficient than serubing-to-point messages: the 802.11 MAC
PSM protocol can put nodes to sleep, which can significarte £nergy. However, PSM is disabled
when nodes communicate by broadcasts.
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Figure 5: Asymptotic comparison of combinations of differaccess strategies for a target quorums
size|Q| = ©(y/n), for Random Geometric Graphs.

4.5 RANDOM-OPT Access Strategy

Yet another way to access a quorum is by optimizing RENDOM strategy. As discussed above,
RANDOM either utilizes routing or sampling. In both casBANDOM strategy sends messages that
pass through intermediate nodes, without making an efficiea of these nodes. On the other hand,
RANDOM-OPTstrategy adds these intermediate nodes to the quorum.

Whenever a quorum access message passes through an indéemedep, the networking layer of
this node can pass this message to the location service.othtdn service will either perform a local
lookup in case it is dokup access or store the advertisement in case @fdvertise  access. In
the former case, if the data is found at ngde can respond immediately to the originator and instruct
its own networking layer not to forward the lookup request fumther.

The benefit of this approach is that on average, the same musine can be accessed by explicitly
contacting much fewer nodes. Since the average length afdona route in the network iﬁ, we
can issue much fewer routing requests. However, thosesauss not necessarily pass in different
nodes. As we show by simulation in Section 8, when usingRB&NDOM-OPT access strategy for
lookup , we only need to invoke the lookup requesti@in n) random nodes instead 6f(/n) nodes.

Note however, that in contrast with tHiRANDOM strategy, RANDOM-OPTis not guaranteed to
access randomly chosen nodes and thus it cannot simplyitstdd&ANDOM.

5 Implementing Probabilistic Quorum Systems

As mentioned before, we can use any of the access strateggeslbd in Section 4 to implement any
of theadvertise  andlookup quorums and we can mix and match them.

Below, we present a formal evaluation of quorum systemsmddzby several of these combinations.
Figure 5 summarizes the various combinations of differeness strategies f0@)| = ©(y/n).

5.1 Symmetric Combination with Two RANDOM Quorums

adverti se RANDOM, | ookup RANDOM. This is the method of Malkhi et al. [50]. Lemma 3.4
from [50] states:

Lemma 5.1. Let @, and Q, be quorums of sizé,/n each chosen uniformly at random. Then the
non-intersection probability i€r(Q, N Q, = @) < e+,

Loosely speaking, quorums of si&\/n) ensure intersection with good probability. It can also
be easily shown (for example, by using the same argument agdowmelow in Lemma 5.2) that if

Q. and Q, are quorums of sizel),| and |Q,| accordingly, each chosen uniformly at random, then

[QallQyl
PriQoNQr=02)<e
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As we have shown above in Section 4, @ = ©(y/n) the cost of invoking &RANDOM access

in ad hoc network i\/s% plus the cost of establishing multi-hop routes in case a neeghlip service is

used 0O (n/n) when sampling directly with RWs.

5.2 Asymmetric Combinations with OneRANDOM Quorum

Below we provide a proof of the main result of our paper: tddprobabilistic bi-quorums it is sufficient
that only one of the quorums BANDOM, while the other quorum can be picked in an arbitrary (non
adversarial) way.

Lemma 5.2. (Mix and Match Lemma) Denote), anadvert i se quorum and), al ookup quorum.
1Qa Q!

The probability that), N Qg is empty isPr(Q, NQy =) <e =

Proof. Since the selection of a lookup quorum is performed indepetiy of the selection of an ad-
vertise quorum, we claim that the order of the selection amgsnfluence the intersection probability
between the two quorums. We can therefore look at the quorlett®n process as if the lookup
quorumq), was selected first.

Thus, suppose that a subgraip of different nodes is picked out of a networkiohodes (note that
the selection may be arbitrary, not necessarily uniforngxtNanother subgrou@, of nodes is picked,
while each node id),, is picked uniformly at random out of the network, but withogpetitions. For the
intersection ofy, and@,, to be empty, we can look at this process as if the first nodg,as picked out
of n — |Q¢| nodes uniformly at random, the next node is picked out ef |Q;| — 1 nodes, etc. Hence,
we have:

|Qal . 1Ql Q] )
Pr(Q.NQi=2) =[] n’?@i Pl !Qe! <1 er> o o lea
=0

O

The above result can be used to set the size of the quotyrend ), to guarantee a non-empty
intersection of two quorums with a given probability. Thesistablished below:

Corollary 5.3. In order for two sets@), andQ, of sizeg@,| and|Q,| respectively chosen in the manner
described above to have a non empty intersection with piibtyadit least1 — ¢, the following must hold:

|Qal - |Q¢ = nIn(1/e).

Proof.

1QallQy| |Qal|Qr|

Pr(QaﬂQg;éQ)zl—e_T21—£:>—T§1n(5):>

|QGJJQZ| > 111(1/5)

O

To get a feel for the result, consider the example in whiehe = 0.9. In this case|Q,| - |Q,| must
be at leasR.3n. Thus, we can pick botfQ,| and|Q,| to be®(y/n).

Summary. Such an asymmetric quorum system, in which only one of theums has to be picked
randomly while the other one can be picked in an arbitraryn (adversarial) way, has a significant
advantage over the puRANDOMXRANDOM strategy mix. While the cost of RANDOM access is
almost linear im (plus the cost of establishing multi-hop routes), the sdaqumorum can be accessed
by a considerably cheaper access strategy. In additionmbication in which at least one quorum is
RANDOM has an important practical advantage. The intersectiobamitity does not depend on the
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network topology or density (Lemma 5.2 is correct on any oekvgraph). It means that combinations
with RANDOM are robust and yet efficient, since the second (hon-randowwrugq can be picked in a
very efficient way.

adverti se RANDOM, | ookup PATH. In this case, the selection of tleglvertise  quorum is
performed uniformly at random, while the selection of thekup quorum is performed by a RW.
As we have shown in Section 4.2, the cost of fP&TH access strategy is linear in the quorum size
for |Q| = ©(y/n). This can be further optimized by usitgNIQUE-PATH which does not effect the
intersection probability, but can lower the communicatomst. We can also switch tradvertise
andlookup access strategies: uBANDOM for lookup and PATH for advertise . We explore
this direction in more details in Section 5.4.

adverti se RANDOM,| ookup FLOODING . Instead of using th€ATH strategy used fdookup
we can use th&LOODING. The intersection probability in these cases is similahtdnes obtained
with PATH lookup . This is because ELOODING that covers (at leas) nodes, visitsk different
nodes, just like a RW. However, in most cases more thamodes will actually receive the message.
Hence, while asymptotically the cost will be the sameP49 H, the constants foFLOODING are
higher. In addition FLOODING does not provide early halting and sends multiple replidsclvalso
increases the communication cost and is not energy efficient

adverti se RANDOM, | ookup RANDOM-OPT. We can also use thRANDOM-OPT strat-
egy to access thookup quorum. This is expected to produce the same intersectiony abe
RANDOMxRANDOM mix, while sending fewer message.

5.3 Symmetric Combinations withoutRANDOM Quorum
We have further explored combinations that do not useRRBIDOM access strategy at all.

adverti se PATH, | ookup PATH. Both advertise andlookup are performed using RWs.
This neither requires any sampling or membership servioesauting and thus appears very appealing.
However, a deeper look reveals that this combination isdésactive than it seems, since it has a high
communication and memory costs. One must ensure these tveiRévsect in at least one node. For
that matter we define therossing timeof two RWs.

Crossing Time of Two Simple RWs in Random Geometric Graph& say that two random walks
cross, if there exists at least one node in which these two ®R¥¥sduring their run (not necessarily
simultaneously). Therefore, crossing time captures thalest number of steps required for two simple
RWs to intersect in at least one node.

Definition 5.4. Given two RWs starting at any two nodes in the network,dtossing timgCRT) is the
expected first time at which there is a node that was visitetth&ywo RWs.

Formally, given two random walk,,Y,, starting atu andv respectively, lety,, = min{¢ :
{Xu(0),..., Xu(t)}n{Y,(0),...,Y,(t)} # 0 }, be the first time that the two walks cross. The crossing
time of a graph is defined asax,,,, E[y,.,]. We prove the following:

Theorem 5.5. The crossing time of two RWs@#? (n, ) is Q(r~2).

Proof. Divide the unit square of?(n, r) into bins of sizel x . Each bin is indexed by a colunirand
arowj where0 <i,j < L%J. Now look at the projection of the walk on the columns of thesbiwhen
the walk is at column it can only move to a bin at columnis— 1,7 + 1 or to stay at column. This
resembles a simple random walk on a line with some additipradability to stay at the same node (i.e,
self-loop).
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Take two nodesy at column0 andv at column|]. For the two walks to cross, at least one walk
has to reach the column in the middle. This will amount to tkygeeted time it takes to a simple random
walk on the line to move from to | 4 |, which is known to b&(r~2) [43]. O

Note that when- = O(,/ IOEL”) (the minimal radius that ensures connectivity), the cragsime

of G%(n,r) is at least)(;z7; ). Thus, if bothadvertise  andlookup quorums are accessed by the
PATH strategy, at least one of them will incur a communicatiort edsch is almost linear im. Recall
that this is a lower bound, and, as a matter of fact, our sitimmaesults in Section 8 indicate thabth
advertise  andlookup need to be of that order, even if we use a unique RW. In addlititare is an
increased storage cost. Thdvertise  RW has to publish the data in every node it visits and if the
length of this RW i€2(n/log n), accessing thadvertise  quorum will incur almost linear storage.

The shortcoming of thé?ATHXPATH combination is that the exact value of the crossing time de-
pends on the network density and is thus hard to set withcertestimating it or running in danger of
not ensuring the desired intersection probability.

adverti se UNIQUE-PATH, | ookup UNIQUE-PATH. Instead of using a Simple RW we can use
the Uniqgue RW. As before, the sizes of 2 quorums should beosgtidrantee that the two quorums
intersect. For example, setting@,| + |Q¢ > n provides such a guarantee. In such a case our result
about partial cover time from Section 4.2 can be used as anastof the message complexity of this
combination.

adverti se FLOODING,| ookup FLOODING . Here, in the same manner as with RWs, one must
ensure that the two sets of nodes accessed by two floodirrgéunte It is thus clear that the combined
cost of both floodings is linear with.

5.4 Deriving the Optimal Cost for Asymmetric Combinations

An ability to build quorum systems while using different ass strategies and different quorum sizes
raises the following interesting question. What is the ls#isitegy mix and what is the best relative
size of thelookup andadvertise  quorums, that guarantees a given intersection probalvifitly

an optimal minimal cost. The answer to this question depemdthe usage pattern édokup vs.
advertise . Intuitively, if lookup is used more frequently thaudvertise , one would suggest to
optimize thelookup access strategy, by using a smalteskup quorum size. The question we raise
is how much exactly to optimize?

To this end, we consider the total cost of accessing all querurhis total cost depends on the size
of each quorum, the cost of accessing a single node in thisuquand the relative ratio of requests
to accesdookup vs. advertise . More formally, we define the functiof'ost to be the cost of
accessing a node or a set of nodes. The cost function couddtrélie number of messages or any other
measure.Cost(Q,) is the cost of accessing advertise  quorum andCost, = CO%(GC‘?“) is the
average cost of accessing a single node iratiieertise  quorum. Cost(Qy) andCost, are defined
similarly for thelookup quorum.

We assume a parameterwhich is the network-wide ratio between the number of titoe&kup is
being accessed vadvertise

Lemma 5.6. The optimal ratio between the sizeslafokup andadvert i se quorums, which mini-
mizes the total cost of accessinglaiokup andadverti se quorums, is:

|Qel _ 1Cost,
|Qa| 7 Costy
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Proof. Define#advertise  to be the total number of advertisements issued by all nodesglthe
considered period of time and Bflookup the total number of lookups. The total cost is:

TotalCost = #advertise - |Qq| - Cost, + #lookup - |Qy| - Costy

. Therefore,

We are subject to the constrain th@,| - |Q/| = n1n(1/¢) and are giverr = m%

TotalCost — #lookup . nln(1/e)

- Cost, + #lookup - |Qy| - Costy

T Qe
The minimalT otalCost is achieved whel),| = % (obtained by derivation dFotal-
Cost). Thus 1Qel _ _1Qe> _ 1 Costy

|Qal nln(1/e) 7 Costy "
|

Consider an example in which= 10 (there are 10 times more lookups than advertisements). Let
advertise  quorum be accessed byRANDOM strategy andookup by aUNIQUE-PATHSstrategy.
Cost, = D (the diameter of the network) ardost, =~ 1 (as we have shown in 4.2). For a network
with D = 5, we must pick% = 1—50 = 1/2. Thus, to yield the minimal total access cost, the size of the
advertise  quorum should be twice the size of tlewkup quorum.

The parameter is a global network parameter. It might be known a-priorylta@des or configured
based on common usage patterns (such as the distributiaiveftsement vs. lookups in file sharing
P2P applications). In caseis not known and cannot be assumed, it can be dynamicallpat&d based

on the usage statistics.

6 Maintenance - Handling Failures, Dynamism, and Mobility

Probabilistic constructions are inherently very suitaidldhandle dynamic environments, such as net-
works with frequent nodes joins and failures or mobility.iSTis since they do not rely on strict deter-
minist sets of nodes, which are costly to update and recarfidn this section we describe some of the
formal properties of probabilistic quorums w.r.t the dymsmm, as well as provide additional implemen-
tation details to improve dynamism handling even further.

6.1 Handling Churn

Churn is caused by frequent joins and leaves/failures obsodAs mentioned in Section 3, the re-
silience of the quorum system to failures is measured by taldrance and failure probability. The
fault tolerance of a probabilistic quorum system with quomsizes of,/n is Q(n). Similarly, the failure
probability of a probabilistic quorum system of sikg/n is e~ forallp < 1 — % However, in

ad hoc networks, we must also require that the network resm@innected. We discuss the necessary
condition for connectivity below.

Connectivity in Face of Failures. The connectivity ofG2(n, r) was extensively studied in the context
of the minimal transmission power necessary to ensure titlahigh probability a given ad hoc network
graph is still connected as the number of nodes in the netgrarks to infinity. Gupta and Kumar [26]
have shown that if. nodes are placed on a unit disk and each node transmits atex sl that covers

an area ofrr? = M, then the resulting network is asymptotically connectethverobability
one, if and only ifc(n) — oo asn — oo. In [57], the authors obtain a similar result when nodes are
distributed in the unit squar®, 1]2. The above result implies that if the transmission rangeset such

thatr = ,/% for C' > 1, the network is connecteslh.p. Such value of implies an average number
of neighborsd,yg, Which isday, = mr’n = Clnn.
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With failures, one would like to know how many failures ledte network connected. We look at
a network with fixed- and assume a failure model in which individual nodes cradbpgendently with
fixed probability. In such a model, afténodes fail, the remaining network forms a Random Geometric
Graph,G%(n — 4,7). This network remains connectedrif — i satisfies the necessary connectivity

In (n—z)

condition, namelyy > =) - For example, in the network df000 nodes the minimad,,, that

guarantees connectivity I8 Thus, if the initial density isl,,, = 14, this network can withstand a
failure of up to half of the nodes in the network.

Degradation Rate.Degradation rate captures the probability that two quoractessed at different
times will intersect despite the fact that between thesedwoesseg nodes have crashed or joined. We
analyze the degradation rate as a function of the percenfagetwork change (percentage of crashed
or joined nodes). We calculate the probability of an intetisa of alookup quorum with a previously
establishedadvertise ~ quorum. Denote by),(¢) the live nodes of a giveadvertise  quorum
at timet. Q,(0) is the initial advertise ~ quorum at the time it was established (before the churn
started) that guarantees intersection with at l@aste probability. Q,(¢) is alookup quorum at the
moment the access is being issukmbkup quorum accesses only live nodes at titnso they are not
affected by failures)n(t) is the network size at time(at the time of dookup access). We denote the
non-intersection probability at timeby Pr(miss(t)). By definition,Pr(miss(0)) < e.
_1Qa®1Qu()]

Pr(miss(t)) = Pr(Qa(t) N Qu(t) = @) <e n(®)

We separate our discussion into cases of failures onlys iy, and both. Note that when nodes fall
or join, n(t) changes as well. We can furthermore separate the discussioR additional categories:
whether the size of theokup quorum,|Q,(t)|, is adjusted ta(¢) or not. Practically, this means that
the data location service that uses quorums can perioglieafimate the network size(t) and adjust

|Qe(t)| dynamically to its size (e.g|Q¢(t)| = C'\/n(t)), or keep|Q,(t)| constant [Q,(t)| = |Q¢(0))
until the next time the whole quorum system is refreshed igsudsed below).

1. Failures only. We assume nodes crash independently, with some fixed phiypali such a case
n(t) = (1 — f)n(0) and|Q.(t)| = (1 — f)|Q.(0)], while f is the fraction of failed nodes. Thus,

_ 1Qa(®11Qy(1)] 1Qa()|(1-H)IQ ()]  1Qa(0)1IQ ()]
Pr(mzss(t)) <e n(t) —e (I=F)n(0) —e n(0)

(@) 1f|Qe(t)] = 1Qe(0)| (|Qe(t)] is kept constant and is not adjustech(@)), thenPr(miss(t)) =
Pr(miss(0)) (it does not change)! This is despite the fact that a fracfi@f the network,
including the advertisement nodes, has failed.

(b) If |Q¢(t)| is adjusted tau(t), €.9.,|Q¢(t)| = C+/n(t) then:

_1Ra(0)[1Qe(®)] _1Ra(0)|Cv/n(t) [Qa(0)|CV/(1=F)n(0) _1RQa(O)IV(A=£)IRQe(0)]
n(0) = n(0)

Pr(miss(t)) <e n(0) —¢ 1) B

< eVt

2. Joins only. In such a case(t) = (1 + f)n(0) and|Q.(t)| = |Q4.(0)|, while f is the fraction of
joined nodes.

_1QaMIIQe®)] _1Qa(0)]1Qe(®)]
Pr(miss(t)) <e n(t) — e @rHn0)
) _1Qa(9)]1Qe®)] _1Qa(0)]1Q(0)] 1
(@) 1f|Qu(t)| = |Qe(0)|, then:Pr(miss(t)) < e OFAn0) =¢e @EHO) < g1+f
_ 1Qa(0)|Cy/n (D)  1Qa(0)|Cy/(TF)n(0)
(b) If |Qu(t)] = Cy/n(t), then: Pr(miss(t)) < e @+Hm@ = ¢ (+£)n(0) <
1

eVI+f
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3. Both Joins and Failures. If the same amount of nodes that have failed have also joitfneah,

n(t) =n(0), [Qa(t)] = (1 = f)|Qa(0)], and|Q¢ ()] = |Q¢(0)].

‘ 1Qa )R] (1-9)1Qa(0)]1Q,(0)] .
Pr(miss(t)) <e . =e n(0) <el=f

Figure 6 illustrates the evolution of the intersection @toility as a function of the churn rate for all
cases. We can see that if we keep using the daokeip quorum size while nodes fail, the intersection
probability remains the same. This result indicates a rkaide resilience of probabilistic bi-quorum
systems to failures. If there are no new joins, then the $etion probability stays the same despite
failures! In the case of joins, a bi-quorum system can waihdta churn of a linear fraction of nodes
without a significant intersection deterioration. For exdanwhen starting with an initial intersection
probability of0.95, after30% of the network changed(% of the nodes have failed and new ones have
joined), the intersection probability deteriorates toyoslightly below0.9.

Handling Quorums Degradation. In the case of deterministic quorums, recovering from goEu
degradation requires both reconfiguring the quorum systieirig a new quorum set that will replace
the previous one) and refreshing its contents, in order surendata continuity, as been done in [48]
and [2]. In the case of probabilistic quorums, there is nalrteereconfigure the system after failures
in order to ensure quorum liveness. All that is needed is tiesk the quorum system, e.g., by re-
advertising every data item to ensure data continuity. Téguency of this re-advertising is determined
by the degradation rate. Consider the example depictedgur&i6(c). Suppose the minimum accepted
intersection probability of a given systemii®, the intersection probability before the churn started was
0.95, and the time it take30% of the nodes to change is one day. Then in this example, ewayitgm
should be refreshed once a day.

6.2 Handling Mobility - Network and Application Adaptation

In ad hoc networks, our construction should also handle litypbif mobility maintains the uniform
distribution of nodes, then it does not impact the intersagbrobability. Thus, in these cases, nothing is
needed to be done. However, if mobility substantially skdwesstructure of the network, then refreshing
by re-advertising is required. The rate of refreshing irhst&ses depends on the exact mobility model.
Another important aspect of mobility is network level addjun. Consider for example a RW
implementation. The next hop along the RW is picked randaouolyof node’s direct neighbors, while
the neighbors list is constructed by a heartbeat like mashaf33]. However, due to mobility, the
neighbors set can change rapidly, which might result imgiteng to forward the RW to a non-neighbor

18



or even a failed node. Another exampleR&ANDOM quorum with membership implementation. The
accessed node can leave the network or simply fail. Howéviermight not be immediately indicated
by the membership service. Those examples demonstrateddaredl) reliable indication of failures
to access nodes; (2) an ability to dynamically adapt forfilares and fix them.

Network Level Notifications. Indicating failures in accessing quorums can be achievedXample
by applying end-to-end reliability [60] design: the ac@sbaode will send an ack to the originator. This
however has a significant cost of doubling the traffic and nisty imtroduce some unnecessary latency.
Instead, we suggest to use low level network notificatioms cross layer design. For example, if the
MAC protocol fails to receive an ack for a unicast transnoissjafter multiple attempts, default 7 in
802.11 MAC [35]), instead of simply dropping the packet,ahcsignal a higher layer about this failure.
This notification should be propagated in the networkinglstdl the way to the application, allowing it
to act accordingly. Another example is a failure of the nogifprotocol to establish a routing path. This
will happen if the routed-to node has left the network. Weehalso observed such behaviors with very
fast mobility, so this problem is real. In such a case, irttgfesilently dropping the message, routing
will notify a higher layer, which will propagate this notiéition to the application.

Application Adaptation to Network Failures. When the application is notified about a failure of a
specific message, it should employ some adaptation mecha&snply re-sending the same message
again to the same destination is a bad choice, since it wiltdaarrive again with high probability,
consuming valuable network resources. Instead, in theafd@8 NDOM quorum we could pick another
random node to access. In the case of RWs, we can ude\thealvationtechnique of [9] to prevent
dropping of RW messages. If nodaloes not succeed to forward a RW message to the neighbonthose
in a given step (did not receive a MAC level ack)nakes a new attempt to send this message to another
random neighbor within the same step. This is especialljulsemobile networks, which experience
frequent breakages of neighborhood connections. We deratmshe usefulness of this technique in
Section 8.

Another example is the reply message of the RW; accordingg®ATH strategy, the RW stops at
the first intersecting node and then sends the reply baclettotiking node, following the reverse RW
path recorded in the RW message. When following the reveatteip mobile network, there is a non-
negligible chance that the reply messages will be droppeat lsast one hop. Such dropping becomes
more intense with growing RW length and with increased nitybNMVe thus suggest to use the following
reply path local repaitechnique to combat fast mobility. When nadeishes to pass the reply message
to nodeu, which is the next hop along the reverse path, it first sendseatdinicast MAC message to
u without relying on routing. Ifu’'s MAC indicates a failure to send this messagedid not receive a
MAC level ack fromu, probably since: moved out ofv’s range),v gives up on sending the message to
u and tries to pass it to the next node along the path (ngde&Sincew is not necessarily’s neighbor,

v sends this message with the help of routing. However, we tlavant to use routing too aggressively.
A naive use of routing might cause a network wide floodingicWlwill happen if the routing algorithm
will search the path tav andw has also moved far from. To prevent this costly effect, we limit the
routing scope with TTL 3. Thus, routing will not search thehpaore than 3 hops away from The
value of 3 was chosen as a good tradeoff between the amourt@éding traffic generated by routing
search packets and the probability of receiving the repiythé case routing fails to find the patho
(which is indicated at by a routing level notification)y attempts the next hop along the reverse path
in the same manner, also using TTL 3udfis the last hop along the path, and routing with TTL 3 failed
to find it, thenv has no choice but to invoke routing towith a large TTL. Another option in this case
is for v to drop this reply message. As we explore in Section 8, intively low mobility scenarios, the
local repairs are sufficient to fix temporal breakages in ¢vwense path. However, in a very fast mobility
scenario of 20m/s (a VANET scenario), local repairs alomenat enough and occasional global routing
is inevitable.
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6.3 Network Size Estimation

In order to calculate the quorum size in all our access sgfiegethe number of nodes in the network
n must be known. There are several methods for obtaining & lapper bound on the network size,
e.d., [19]. Notice that overestimating the network sizd makt hurt the intersection probability and will
only incur additional communication cost. Once we have saidhose upper bound, a technique in
which the nodes count the number of collisions between RWseatimaten in the manner similar to
the birthday paradox principle, can be applied. This tepimiwas previously suggested in [9].

7 Additional Optimizations

7.1 Service Dependent Optimizations

Typically in data location services, the mapping of an abjegts home node remains valid for a long
time. Thus, caching of advertisement requests or lookuereihat pass through nodes can significantly
reduce the lookup overhead. Here we distinguish betweendle who is part of theadvertise
guorum, which we call anwnerof the mapping, and the other nodes that happen to cacheidth wie
call bystanders Once a node runs low on memaory, it can forget all entries foictvit is a bystander,
but it is supposed to maintain the entries for which it seagean owner.

With this optimization, and especially when using tB&TH strategy, lookup requests for popular
data items can terminate much faster and also have a highecelof success.

7.2 Random Walks Optimizations

We propose two additional optimizations for RW based temives. The first one is callguath reduc-
tion. It is applicable forPATH or UNIQUE-PATHIookup quorums and is used for reply messages.
Whenever a lookup RW hits aadvertise  quorum, a reply is sent over the reverse path of the RW.
Whenever a reply message arrives at some nodad its next hop in the reverse pathuisv checks

if any of its neighborsw appears on the reverse path further afterin the affirmative,v sends the
reply message directly to skippingu. This optimization reduces the reply length, as demoredrhay
simulations.

The second optimization utilizes the broadcasting nat@ieddioc networks. Nodes can overhear
messages, e.g., by switching their MAC to a promiscuous mifdenodew that hears a RWbokup
request passing through one of its neighhois part of the matchingdvertise  quorum,u can send
a reply immediately ta, which will stop the RW and send the reply back to thekup originator.
Thus, the number of nodes covered by a RW is significantlyesmed. Exploring the benefits of this
technique is left for future work.

8 Simulations

We have compared our different implementation strategiesirbulations under a wide range of varying
conditions. In particular, we have considered the impadhefnumber of nodes and nodes density,
mobility, churn, quorum strategy mixes and sizes. Simahatietup is described in Section 2.4.

Simulation scenarios. Each simulation comprised of two parts. In the first part,taltof 100 adver-
tisements were performed by random nodes, eadRAYDOM access to a quorum of si2g¢/n (except

for UNIQUE-PATHadvertise  in Section 8.5).RANDOM access was based on a membership ser-
vice. In the second part 1000 lookups were performed (by @8aia nodes, each making 40 lookups).
lookup quorum was accessed by 4 different methdd8&NDOM, RANDOM-OPT, UNIQUE-PATH

and FLOODING. On a hit, a node sends a reply to the node that originatedottteup request. In
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case ofRANDOM and RANDOM-OPTthe reply was sent using routing, while iNIQUE-PATHand
FLOODING it was sent over the reverse path of the lookup message, thusuting was used at all.
In all simulations, the number of messages denotes netwagek messages (e.g., one application mes-
sage sent to a random node that traverses a route of 4 hopsritedaas 4 network layer messages).
Additional routing overhead means routing layer specifissages, including path establishment and
maintenance messages (RREQ, RREP and RERR in AODV). Hit catiresponds to the number of
successfulookup quorum accesses, that intersected with the corresporadimgrtise  quorum.
Thus, hit ratio corresponds to the intersection probabilit

Each simulation lasted for 1,000 seconds (of simulatiore}iemd each data point was generated as
an average of 10 runs. Simulations started after a 200 sednitidlization period, which was enough
to construct the membership information (in caseR&ENDOM quorums). Every node maintained a
membership list of random, uniformly choséq/n nodes.

8.1 Cost ofRANDOM adverti se

Figure 7 depicts the cost (number of messagesdekrtise by the RANDOM access strategy. This
cost does not include the cost of the membership service: sagnze this cost is amortized over all
advertise  accesses and is also potentially shared by other apphsatising the membership service
([9] includes a detailed study of random membership co$is. number of messages alvertise
request behaves égf;‘—f The number of messages stays constant@t > 2./n for all networks
since we use random membership of sizén and only those nodes were accessedafirertise

One can see the dramatic communication overhead increade douting. This is primarily due to new
routes establishment and route maintenance of the AOD\Ogobt One has to note that the price of
establishing the routes is amortized over different quoaatesses due to routes reuse and its relative
part will drop in a longer run. However, in moving networks, which routes break and need to be
reestablished, the price of routing remains a dominanbpmdnce factor.

8.2 RANDOM adverti se with RANDOM | ookup and RANDOM-OPT | ookup

Figure 7(c) depicts the hit ratio cRANDOM lookup access strategy. Hit ratio 6f9 is achieved
when the quorum size is approximatélyl 5,/n, just as predicted by the formal analysis in Lemma 5.1.
For example, for a network &f00 nodes, quorum size &3 achieved).9 hit ratio. The cost to access
33 random nodes fdookup is the same as the cost to access thenaftmertise , and thus can be
deduced from Figure 7(a). Theokup quorum was accessed in parallel, thus we don’t see the aitent
advantage of the early halting. If we were to access it $griae would see a two times reduction in the
number of accessed lookup nodes, at the cost of increasettyat

As for the RANDOM-OPTstrategy in Figure 8, the hit ratio 6f9 is achieved when starting some-
what betweenX = In(n) and X = ./In(n) messages to random targets. Due to the cross layer
optimization of RANDOM-OPT, in which a local lookup is performed in every node throughohla
message passes, the actual accessed quorum Xz\;z(% ~ v/nlnn. Thus, this optimization reduces
the communication cost significantly compared?ANDOM. For example, in a static network 860
nodes sending lookup requests to random nodes achieves a hit ratio of abdvat the cost of less
than40 network messages, which is arounhd/n. The routing price 0RANDOM-OPTis also much
less than withRANDOM, since it uses fewer multi-hop routes. Still, the additiorast of routing is
high, which turns this method inefficient compared to the/QUE-PATHand FLOODING strategies.

In mobile networks, the hit ratio oRANDOM-OPT is only slightly smaller than the hit ratio
achieved in static networks for the same quorum size (thdtsefor RANDOM lookup in mobile
networks had the same tendency and are thus not depicted thelack of space). This is since about
10% of the messages are lost due to mobility, mainly influencirgreplies. The number of messages
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also increases. Generally speaking, the average pathhlengtobile networks tends to be longer than
in static networks, mainly due to stale neighborhood infation used by routing to find routes. When
a message follows a wrong path, it takes it longer to finallytgéts destination. The routing price in
mobile networks also dramatically increases.

8.3 RANDOM adverti se with UNIQUE-PATH | ookup

Figure 9 depicts the performance of t&//QUE-PATHstrategy in mobile networks with speeds ranging
between 0.5m/s and 2 m/s, which corresponds to walking speperformed identically in mobile and
static networks and thus we depict only the mobile case Harth¢r mobility impact is discussed in
Section 8.6). A hit ratio 00.9 is achieved when the target quorum size (the number of nbdeseed

to be covered by RW) is- 1.15,/n, thus validating our analysis in Lemma 5.2 and testifyinat th
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non random choice of tHeokup quorum results in the same intersection probability as daamone.
The most interesting fact about th#VIQUE-PATHSstrategy is the extremely small number of messages
it requires. One would expect that due to the reply messagéothl number of messages to access a
quorum of sizg@,| will be 2|Q,|. Surprisingly, accessing a target quorum of i2e| requires fewer
than|Q,| messages, including the reply message!

This happens due to the early halting. When a quorum of taiget(),| is accessed, the first hit
occurs at approximately half of the way. Thus, an averag&)ef/2 messages are sent until this hit.
The reply follows the reverse path, but due to gah reductionoptimization described in Section 7,
the reply path length is usually shorter. In addition, thigioator of the lookup includes itself in the
lookup quorum, which further reduces the number of messages by one.

A big advantage of the RW based strategies is that they deegatre multi-hop routing and are thus
well suited for dynamic mobile networks. This is a significadvantage of the RW strategy, since its
performance is not deteriorated by mobility. More detdiewt the mobility impact and the usage of the
RW salvation and reply path local repair techniques areudised in Section 8.6.

Perhaps the biggest advantage of RNDOM x UNIQUE-PATHmix is that the same intersection
is guaranteed on any network topology and density. All thateieded is to acceg3,| different nodes
by the RW and this number does not depend on network chasdicier

8.4 RANDOM adverti se with FLOODING | ookup

Figure 10 depicts the performance of tRleOODINGaccess strategy. The hit ratio grows super linearly
with TTL. For example, for800 nodes, a hit ratio 06.5 is achieved for TTL2, whereas a hit ratio
of 0.85 is achieved for TTL3. The number of messages sent BYOODING is quite small and is
comparable with th€ATH strategy. This is mainly due the broadcast nature of floodimthe last hop

of flooding, nodes that do not rebroadcast the flooding medssather on can still reply to thieokup
request if they posses the searched data.

However, notice that in order to increase the hit rati® ®in a network of800 nodes one has to
increase the TTL td, resulting in a significant communication cost increasstdad of sending4 mes-
sages with TTL3, FLOODINGwith TTL 4 sends35 messages (this is both due to the increased flooding
scope and additional reply messages). This demonstradsigpest disadvantage of thé OODING
strategy: coarse coverage granularity and the lack of a faia gontrol over the intersection probability
(as explained in Section 4.4). This is in contrast with BA&T H strategy, in which one can control the
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Figure 11:UNIQUE-PATHadvertise , UNIQUE-PATHIlookup , n = 800.

intersection probability in a very fine grain manner, by ajiag the number of nodes that need to be
covered by the RW.

In mobile networks FLOODING performs quite similar to static networks. Surprisinghadhieves
a slightly higher hit ratio for the same TTL as in static netk# while sending more messages. This is
due to the mobility model artifact: it is well known that inetiRandom Waypoint model nodes tend to
concentrate at the center of the network [12]. Thus, theageedensity increases and as a result given
the same TTL more nodes are covered and more messages aysdmtin

8.5 UNIQUE-PATH adverti se with UNIQUE-PATH | ookup

We have also explored the possibility to accessdbeertise  quorum with theUNIQUE-PATH
strategy. As proven in Theorem 5.5, at least one of the RWgdbs of IengthQ(logn). Figure 11
depicts the hit ratio for various RW TTL values for a netwofk800 nodes. Bothadvertise  and
lookup were accessed bYNIQUE-PATH, rather than byPATH, which considerably improved their
performance. We can see thaD& hit ratio is achieved when the length aivertise  RW and
lookup RW together is aroun@40, almostn /2. Thus, if both walks use the same target quorum
size, it must equal approximatel),| = |Q¢| = 170 ~ 1.5 ~ n/4.7. For such a choice of

quorum sizes, the number of messages ofdb&up access is about),|/2, since the first hit occurs
at approximately half the way. Note however, that the exaostants of the crossing time depend on
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Figure 12:RANDOM advertise , UNIQUE-PATHIlookup , Varying Mobility, n = 800.

the network topology and density and are not the same foeailarks. Thus, the target quorums sizes
cannot be set in a generic way. This is in contract withRRNDOM x UNIQUE-PATHmiXx, in which
the same quorum sizes guarantee the same intersection ¢topahygy and density.

8.6 Fast Mobility Impact

In this section we have also explored the impact of varyingedg (in addition to the impact of a rela-
tively slow mobility that was discussed above). Accordind-tgure 12(a), the hit ratio deteriorates as
the maximal speed increases. To shed a light on the reasaissfeffect, we have looked at every stage
of our protocol. Recall that to accessomkup quorum by theUNIQUE-PATH strategy, the RW first
traverses the network until it encounteréf | different nodes, stops upon the first hit and then sends
the reply back to the looking node, following the reverse Rathp We can see in Figure 12(b) that the
intersection probability itself (not taking into accouhetfail of the reply) is not impacted by mobility at
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Advertise RANDOM UNIQUE-PATH
Lookup RANDOM | RANDOM -0PT| UNIQUE-PATH |FLOODING | UNIQUE-PATH
Stati 600
Advertise Cost 2 I_C 250
Mobile 1600
Cost of Static 350* 40%* "
LOOkup Miss Mobile 1 000* 1 00* 33 50 100
Cost of Static 350%* 40%
Lookup Hit | mobie | 1000* 100% 23 35 35

* this does not include the routing cost
** 50 messages is the coverage range of flooding with TTL 3. Smaller TTL results in a non -sufficient intersection

Figure 13: Summary of simulation results for combinatiohgliferent access strategies, = 800,
dave = 10, intersectiorD.9, |Q,| = 2v/n = 56, |Q,| = 1.15y/n = 33.

all. This is since we use tHRW salvatiortechnique to prevent dropping of RW messages, as discussed
in Section 6.2. However, when following the reverse pathiaaving number of reply messages is being
dropped (Figure 12(c)). Basically, this happens since whende is not able to reach a certain node
that is the next hop along the reverse RW path, it drops tHg m@ssage. Naturally, the longer the RW

is, the higher is the chance that at least one of the nodesvi®previously traversed by the RW will
move out of range and the reverse path will break.

We have thus tackled the fast mobility with theply path local repairtechnique, also discussed in
Section 6.2 Figures 12(d) and 12(e) depicts the hit ratid waply path repairs. We can see that the
combination of local and global path repairs fixes the hibrahd decreases the amount of reply mes-
sage droppings significantly. As for the networking pricigufes 12(f) depicts the amount of network
messages including routing control messages (AODV patbksihment and maintainable). As speed
increases, more and more reply path repairs are requiretharptice of routing increases. Note, how-
ever, that if there was no need to send the reply back, the Ry&tge technique alone fully eliminates
the mobility effects almost without any cost. The RW itsedéd not invoke routing at all, and the amount
of generated network messages is almost the same for stdtimabile networks (Figures 12(g)).

Another way to combat fast mobility in a proactive way is bgregasing thedvertise  quorum.
According to Figures 12(h), increasin@agvertise | from 2/n to 3,/n improves the hit ratio, since the
lookup access needs shorter RWs, which also decreases the chaaceity path breakage. Another
possible way to deal with reply path breakages is by incatirag anycast logic into the routing layer,
in a more tight cross layer design. Exploration of this api®left for a future work.

8.7 Churn

Figures 12(i) depicts the intersection probability in fafechurn (is static 800 nodes network, with
average density of 15 neighbors, which kept the network ectea in all scenarios). After all adver-
tisements finished, we fail every node with a given probbdr/and add new nodes according to the
average churn rate (the x-axis). The size ofldwkup quorum was adjusted to the new network size.
We can see an outstanding survivability of the probahiligtiorums: the intersection probability deteri-
orates very slowly with the increasing churn rate. For eXantpe initial intersection of.95 degrades
to only 0.87 in face of as much as0% failures (as long as the network remains connected). The al
matches our analysis from Section 6.1.
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8.8 Simulation Summary

Figure 8.8 presents a summary of a simulation study for sgaeific setup values. Fdookup we
have depicted both the cost of a hit and the cost of a miss.sa cba miss (the looked-up object is not
present), the whole cost of a target quorum size is paid. 38 o&a hit, this cost is reduced due to the
early halting of some strategies (but also includes theefa reply). RANDOM and RANDOM-OPT
lookup quorums were accessed serially and not in pardtle$ do not benefit from early halting.

Based on these values and our result from section 5.4, wees@mom which strategy mix is bet-
ter. For example, the relative cost aflvertise  vs. lookup for a RANDOMxXUNIQUE-PATH

combination in this setting %% = 600 — 18, while for aUNIQUE-PATH«UNIQUE-PATHcom-

bination it is H%Z{ggjij = 20 = 2.5. Therefore, in this setting, as long as> 2.5 (7 is the frequency
of lookup s vs. advertise s), it is more efficient to usRANDOMXUNIQUE-PATH rather than

UNIQUE-PATHKUNIQUE-PATH.

9 Related Work

9.1 Quorum systems

Quorum systems were implicitly introduced by Gifford [22JdaThomas [65] as a weighted voting
mechanisms for ensuring consistency. An explicit definitaf quorums later appeared in [21], and
was extended to bi-coteries, and therefore bi-quorum$4h Herlihy used quorums and consensus to
implement shared objects in [30]. Other quorum based im@fations of distributed shared memory
(or shared objects) include [4, 48]. Probabilistic quorystams were initially introduced by Malkhi et
al [50]. They were later explored, e.g., in [51, 55].

Reconfigurable quorum systems were first explored by Heilig1]. Additional dynamical recon-
figuration mechanisms of quorum systems appeared in [48]2Jnget without analyzing the failure
probability of a single quorum. Moreover, a method for dyiaopdate of quorums in the face of joins
and leaves based on maintaining de Bruijn graph was presén{@]. Those methods are unsuitable
for ad hoc networks due to their large message complexityr daleculations of the degradation rate
can serve as a simple mechanism for determining how ofteroaugqusystem needs to be refreshed to
ensure continued intersections (or lookup success).

Byzantine resilient quorum systems were investigated, end3, 51, 52]. In order to deal with
Byzantine systems, the size of the intersection of quorunst ive large enough to mask possible false
output by Byzantine nodes. In this paper, we do not addregaBine failures.

An implementation of a probabilistic quorum system for sensetworks appears in [14]. The
access to both write and read quorums is performed by floo@jagsiping) a corresponding request
throughout the entire network. In writes, the data is sawe® ) nodes, yet only (log ) nodes send
an acknowledgement. For reads, the id$9dfogn) random nodes are included in the header of the
corresponding message; only these nodes are supposedita sgply to the read request. This mix of
access strategies is a special casadMertise =~ FLOODING, lookup RANDOM strategies, while
the choice of randonibokup requires a random membership or sampling procedure, kesiriour
work.

9.2 Quorum Based Location Services

One of the most widely used application of quorums in ad hdworks thus far has been in imple-
menting location service. In quorum-based protocols (kismvn asrendezvous-basgdall nodes in
the network agree, implicitly or explicitly, upon a mappitigt associates each node’s unique identifier
to one or more other nodes in the network. The mapped-to réethe location servers for that node.
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They are the nodes where periodical location updates ang k&red and location queries will be routed
to and looked up at. The mapping of nodes to quorums shoulddietbat the update quorum will in-
tersect with the lookup quorum. Examples of quorum-basedtion services include, [28, 63, 34], Oc-
topus [53], LLS [1], GLS [42]. Additional examples of datac&dion services are GCLP [64], GHT [59]
and Rendezvous Regions [61]. All those works differ from wuthat most of them use geographic
knowledge, do not use probabilistic quorums and do notzetiéi-symmetric quorum systems. In that
respect, our work is the first systematic study of probafiliguorum systems in ad hoc network.

In the works of Haas and Liang [28, 29], a uniform random qoosystem is used for mobility
management. Nodes location information is maintained éation databases that form a virtual back-
bone. When a node moves, it updates its location with oneuguaontaining the nearest backbone
node. Each source node then gueries the quorum contaisingatrest backbone for the location of the
destination, and uses that location to route the messag@9lithe division of nodes into quorums is
static and done a-priori, while ensuring uniformity in thense that all nodes will be members of the
same number of quorum sets. On the other hand, in [28] thetgaieof nodes into quorums is done
randomly during runtime.

In PAN [44, 45] both read and write quorums are random suliet®des. The write quorum is
accessed by random gossip, which also constructs randonbenghip. The read quorum is accessed by
contacting a set of random nodes picked out of the random reeship directly (relying on routing), in
the same way as in o0RANDOM access. Both write and read quorums are directed only tadefined
subset of nodes, term&lorage SefStS ). StS can be any subset or overlay (such as connected deminat
ing set), picked statically or dynamically and agreed uppalbnodes. However, PAN does not specify
how to dynamically reconfigure the quorum system when St&gdsm Our scheme could be extended
in a straightforward way to use only a subset of nodes forgmusr Since the write updates in PAN are
disseminated to the whole network (or the whole StS) andwmeteally stored by all StS nodes, the size
of the read quorum can be kept relatively small (it must B&linore than one, to overcome node failures
and message loss). Our work could be seen as a generalipétiéh], since it provides a number of
alternative quorum access strategies, while [45] only ijesyRANDOM advertise = x RANDOM
lookup . In addition, our scheme is more flexible since it does natadiinate the write updates to all
(StS) nodes, but allows to adjust the sizes of the write/tpaitums optimally w.r.t. the access pattern,
as shown in Section 5.4.

The work in [37] focuses on the problem of efficiently utiiigiquorum systems in a highly dynamic
environment. Nodes are partitioned into fixed quorums, amdyeoperation updates a randomly selected
set, thus balancing the load. Their simulation study ingEdhat probabilistic quorums have a better
recency rate than other strict quorum strategies.

In GeoQuorums [16], geometric coordinates determine thation of home servers. These focal
point coordinates define geographic areas that must beitithiby at least one server at any time. Sets
of focal points are organized in intersecting quorums. Thergms are further used to implement an
atomic memory abstraction in mobile ad hoc networks. Therdlgn to dynamically reconfigure the
set of available quorums is presented as well. At this stagefocus on implementation of quorum
systems and location services without utilizing geograjifiormation.

In [10], a location service is implemented through randosdiected quorums. Yet, no means are
provided in [10] to determine the required size of the randprarum and no theoretical evaluation of
the quorum selection algorithms is supplied.

10 Discussion
In this paper we have explored various access strategiespdementing probabilistic bi-quorum sys-

tems in ad hoc networks. In particular, we have shown thatasstric bi-quorums can offer better
performance than symmetric ones. Moreover, we have shoairetlen without geographical knowl-
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edge (or localization), it is possible to obtain efficienbguns. The bi-quorum system we have found
most efficient is the one that usEANDOM for advertise  and UNIQUE-PATH for lookup (or
vice versa). This is due to the use of random walk&/MIQUE-PATH, which eliminates the need for
multiple hop routing.

We would like to stress that, as mentioned in the introdugtaisymmetric constructions of proba-
bilistic bi-quorum systems are useful not only for ad hoonweks, but also for any network with non
uniform access costs (e.g, peer-to-peer networks). Thiegause in many workloads, one type of
guorum access (e.g., lookup) is much more frequent thanttter ¢e.g., advertise). Hence, the more
common access type can only communicate with the closestsnadd only the rare access type needs
to communicate with random nodes, which are most certaindode some far away nodes. Of course,
the result holds also when advertisements are more fretjusmiookups, in which case advertisements
are the ones that can be performed on nearby nodes.

The main driving application that we addressed in this weidtdta location services, which can also
be trivially generalized to distributed dictionary semscand bulletin boards. Yet, another appealing
application of quorums is distributed shared objects. Irti@dar, it was shown in [4] that atomic
registers, also known as linearizable read/write obje82$, [can be implemented using quorums. Yet,
such an implementation requires both read and write opestio access onagdvertise  and one
lookup quorum [5, 41, 479. When using probabilistic quorums, these protocols in fagtlement
what is known as probabilistic linearizability [24].

An interesting area for future research is the usage of jpibétEc quorums for implementing decen-
tralized publish/subsribe (pub/sub) systems [8]. For edama natural way of implementing pub/sub
using quorums is to disseminate a subscription to all mesbkan advertise quorum; a published
event can be sent to all members of a lookup quorum. Each nrevhliee lookup quorum checks if
the event matches any of the subscriptions it is aware of,ifapde exists, it sends a notification to
the corresponding subscriber. In particular, as eventigatidns typically occur much more frequently
than subscriptions, the use of an asymmetric bi-quorunmesydike the ones we propose here is ad-
vantageous. Clearly, when using probabilistic quorumes gillarantees of the resulting pub/sub system
become probabilistic as well. Notice, however, that anré@gting challenge of such a system is how to
execute unsubscriptions efficiently. That is, in probabdi quorum systems each access to a quorum
touches a possibly different set of nodes. Hence, sendingsubscribe message to a single probabilis-
tic guorum might not be enough.
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A Random Walk Preliminaries

Let G(V, E) be an undirected graph, witi the set of nodes andl the set of edges. Let = |V|
andm = |E|. Forv € V, letN(v) = {u € V | (v,u) € E} be the set of neighbors ef and let
d(v) = |N(v)| be the degree af.

Let X, = {X,(7) : 7 > 0} be asimple random wallstarting from node on the state spaceé
with transition matrixQ When the walk is at node, the probability to move in the next step #as
Quu = Pr(v,u) = 5( y for (v,u) € E and0 otherwise. LetX,(t) = {X,(7) : t > 7 > 0} denote a
walk of lengtht. Let N'(¢) = | X, (¢)| denote the number of distinct nodes visited by the randork wal
of lengtht.

Thehitting time h(u,v), is the expected time for a random walk starting. @b arrive tov for the
first time. Lethy.x be the maximunh(u,v) over all ordered pairs of nodes. The return tifne, v)
is the expected time to return tofor the first time, starting at. h(v,v) is well known to be equal to

—, from the theory of Markov chains [43] where= {7, : v € V'} is the stationary distribution of the
S|mple random walk. In [7] the authors prove that following:

Proposition A.1. For ¢ > 1, if r? > %" thenw.h.p. for G2(n,r):
() hmax is linear inn. That is, there exist a constamtindependent of,, s.t. w.h.p. Apax < yn.
(i) Vo m, = O(5) > 5, for a constants independent of.
The first statement is based on a resistance argument anelcbredsis based on proving thath.p.
the degree of every node @&(logn).
B Partial Cover Time of Random Geometric Graphs

The partial cover time PCT¢ (i), of a graphG is the expected time taken by a simple random walk
on G to visit 7 distinct nodes inG. Formally, forv € V, let PCT, (i) be the expected number of steps
needed for the simple random walk starting &b visit ¢ distinct nodes irz, and the partial cover time
of G is PCT (i) = max, PCT,(i). Thecover time C¢, of G is the expected time to visit all nodes in
G,i.e.,Cg = max, PCTg(n).

Theorem 4.1 (restated) Lett = o(n). For ¢ > 1, if r* > <1987 ‘thenw.h.p.for G%(n, )
PCTg(t) < 2at

where, for large enough, « is a constant not depending an
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Proof. The proof proceeds as follows. We will first bound the expgciember of visits to each vertex
during the walk and then show that the number of distinct sodsited by the random walk of length
t =o(n) is at least/(2«).

Given a graphG and a starting node, we view the random walks as proceeding in phases. For
1 <4 < n we identify phaseé with a set ofi vertices,V; C V and a starting vertex; € V/, which is the
last vertex visited in phase— 1. Phase starts with the random walk at and ends with the random
walk exiting V;. Note thatl; = v. If the walk is of lengtht andk < ¢ distinct nodes are visited during
the walk, then foik < j < n, we defines; andV; to be empty sets.

For now consider onlyX,,(¢) where we may omit if it is clear from the context. Let; denote the
number of visits tos; during thet steps. Ifs; = () thena; = 0. Clearly

n
t:Zai
1

Taking expectation over all possible walks of lengthie have:

Bl =t=E]D )= FEla]
1 1

Consider the graph in the theorem, we now show that the exghenimber of visits to each vertex
during X, (t), is bounded by a constant.

Lemma B.1. max; Flo;] < «

Proof. The proof is based on the Proposition A.1. ket o(n). For a random walky,, let £ denote
the event that the random walk returntevithin time t andp, = Pr(&!). For theG?(n, r) given in the
theorem we can bound the return time in the following way:

h(v,v) = ﬂi 1)
< 5; (2)
< puElh(v,0) | €]+ (1 = p,)Elh(v,v) | €] ®3)
< pot + (1= po)(t + hmax) (4)
=t+ (1 — pv)(Pmax) (5)
<t+(1—p)yn (6)

Where(, v are the constants from Proposition A.1, which do not depend. Gteps (2) and (6) are
licensed by Proposition A.1. Step (4) is true since if thekvgades not return te within ¢ steps we can
bound the return time by takingsteps plus the time it takes to returnddrom the node at which the
walk is at timet. Now, for large enough, we can lower boundl — p,) as follows:

On —t
n

(1—py) > >c )

where0 < ¢ < 1 is a constant not depending ar(e.g.,c could be%). Let R, be the expected number
of returns tov before steg. Usingp, we can boundr,, with the expected number of trials (every time

the walk returns t@ we start a new independent trial) until the walk does notrretoiv in ¢ steps:

R, <

s <l1/e (8)
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By settingae = ¢ + 1, we can conclude that the expected number of visits of a widkngtht to every
s; at mosta times (since we can see every phass a random walk of length less thastarting ats;),
soVi E[a;] < a.

U
Lemma B.2. For a random walkX,(¢), if Vi <n E[o;] < «, then
t
>
E[N(t)] > 5o 9)
Proof. We omit thet. We can expres&|[N] as follows:
EIN] =) Pr(N >j)=> 1-Pr(VN <) (10)
j=1 j=1
Now will boundPr(N < j) by Pr(N < j) =Pr(N <j—1) < (j — 1o/t
Pr(N < j) < min{Z% 1} (12)

Clearly Pr(N < j) < 1. We will prove thatPr(V < j) < ja/t. Let&; be the event thalv < j
andé&; be its compliment. We can expreBsq;] via conditional expectation:

Eley] = Pr(&)) Ele | &) + Pr(€)Elai | &)] (12)

Assume by contradiction thatr(&;) > % Since all walks are of length for all walks that visit at

most; distinct nodes we have= Y7_, «;, and
j
Y Elail &=t
i=1
Since the average value igj, there exist* for which Efo;« | &£;] > t/j. Otherwise, ifVi :
Ela; | €] < t/jwewillgetd ] | Ela; | ] < j-max;j{Ela; | ]} < j-t/j =t. Now, from Eq (12)
we get:

. ; -
E[Oéz*] > % . ; + Pr(gj)E[Oéi*

&jl (13)
> a (14)

this is a contradiction t¥i < n Ea;] < «, SOPr(&;) < L.
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Letk = | £ |, now we can put everything together:

t
a

EIN] =) 1-Pr(\N <) (15)
j=1
>i1_<]~_1>% (16)
= 7
7j=1
i 1
> —(GG-1)=
=) 1-G-1 (17)
7j=1
1 k—1
>k— Zj (18)
j=1
1(k—1)k
>k Z
>k (19)
1
= 5(k +1) (20)
t
> % (21)
which proves the assertion of the Lemma. O

From Lemma B.2, the expected number of distinct nodes a walts\n ¢ steps is at least/2a.
Thus, we conclude the statement of the TheoremB@T; () < 2at. O
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