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Abstract
This paper reviews the social scientific literature on biometric surveillance, with particular attention to its potential harms. 
It maps the harms caused by biometric surveillance, traces their theoretical origins, and brings these harms together in one 
integrative framework to elucidate their cumulative power. Demonstrating these harms with examples from the United States, 
the European Union, and Israel, I propose that biometric surveillance be addressed, evaluated and reframed as a new form 
of control rather than simply another means of inspection. I conclude by delineating three features of biometric technolo-
gies—complexity, objectivity, and agency—that demonstrate their social power and draw attention to the importance of 
studying biometric surveillance.
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Introduction

Surveillance practices and policies have undergone a dra-
matic increase in number and intensity over the past two 
decades, most notably in the post-9/11 Western world. Some 
scholars suggest that such growth constitutes one of the most 
far-reaching social changes of the past 50 years (Rule 2012), 
having become a key organizing principle of late modernity 
(Lyon et al. 2012). The academic community, particularly 
in English-speaking countries, has addressed these devel-
opments thoroughly by defining new fields (e.g., surveil-
lance studies), establishing academic networks (e.g., SSN 
and SSC), and issuing new journals (e.g., Surveillance & 
Society). Within this broader context, biometric surveillance 
has emerged as a sub-field that attracts particular interest.

Biometric research—once the exclusive realm of com-
puter scientists, mathematicians, and engineers—has 
become increasingly subject to critical research that poses 
political, cultural and ethical questions. This paper reviews 
the social scientific literature on biometric surveillance and 

reframes it around potential harms. Its primary aim con-
sists of mapping the harms of biometric surveillance, trac-
ing their theoretical origins, and identifying the disciplines 
and fields that explain them; second, it seeks to bring these 
harms together in one integrative framework. The impor-
tance of these efforts is twofold: First, biometric surveillance 
is becoming more and more prevalent in our everyday lives 
as the biometric industry keeps expanding. Its annual growth 
rate was estimated at 28% between 2005 and 2010 (Gelb 
and Clark 2013), while the biometrics system market is esti-
mated to grow from $16.8 billion by 2018 to $41.80 billion 
by 2023 (Biometric System Market). Nevertheless, socio-
critical inquiries concerning biometric surveillance rarely 
focus on the harms and when they do address the topic, they 
usually lack an overarching theoretical framework, thereby 
limiting discussion to specific aspects such as privacy. Sec-
ond, including distinct biometric surveillance practices in 
one integrative framework elucidates their continuity and 
affinity, thus demonstrating their cumulative power.

In the first part of this paper, I elaborate briefly on what 
I call the surveillance network to contextualize the four 
suggested harms of biometric surveillance within a broad 
framework of surveillance. I then introduce these harms, 
trace their theoretical origins, and provide past and present 
examples from the United States, the European Union and 
Israel. In the succeeding two sections, I explain why biom-
etric surveillance should be reframed and evaluated as a new 
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form of control, and suggest three features of biometric tech-
nologies—complexity, objectivity and agency—to explain 
the social power of biometrics and to draw attention to the 
importance of studying biometric surveillance.

The surveillance network

Biometric surveillance refers to the use of automated sys-
tems that measure biological (e.g., fingerprint) or behavioral 
(e.g., gait) characteristics to identify, monitor, and control 
individuals and populations. Biometric surveillance is only 
one part of an extensive surveillance network, that I define as 
the overall social setting in which surveillance occurs. The 
surveillance network consists of three elements: A surveil-
ling agent, a surveilled subject, and the surveillance context 
that defines the relationship between them.

Table 1 below lists the most common surveilling agents—
states, institutions (e.g., prisons), employers, corporations, 
and individuals (e.g., parents)—and the respective objects of 
their surveillance: Citizens, wards (e.g., prisoners), employ-
ees, consumers, and individuals (e.g., offspring). The sur-
veilling and the surveilled are connected by a particular sur-
veillance context, such as an agenda (e.g., national security), 
practice (e.g., marketing), location (e.g., workplace), etc.1

Biometric surveillance corresponds with these levels in 
descending order, as it is widely performed by nation states, 
less by institutions and rarely by individuals. The harms dis-
cussed below are therefore evaluated vis-à-vis state surveil-
lance within particular contexts, such as national security, 
border control, public administration and so forth.

Four harms of biometric surveillance

Unauthorized use of bodily information

Over the past two decades, scholars have propounded two 
theoretical concepts that together explain how biometric 
surveillance might facilitate unauthorized use of personal 
information. One such concept, the body as password, first 
appeared in Ann Davis’ seminal article, in which she presci-
ently observed that “we may be feeding pieces of ourselves 
into an ever-expanding array of computerized […] data-
banks” and asked readers if they were “ready for this form 
of being digital” (Davis 1997). Today, surveillance schol-
ars use this concept to address a relatively new reality in 
which our bodies serve as gateways to physical and virtual 
spaces (Lyon 2008; Aas 2006). The body as password is a 
prominent manifestation of a broader idea—the informatiza-
tion of the body. This idea suggests that in our hyper-digital 
environment, human bodies become substantial carriers of 
information, challenging the traditional dichotomy between 
the body and the information imprinted therein (van Der 
Ploeg 2005).

Corresponding with these two concepts, van Der Ploeg 
considers how the conversion of our physical existence into 
a digital code reformulates the ontology of the human body, 
concluding that biometric technologies redefine bodies as 
information (2003). This new ontology rationalizes the 
very workings of biometric technologies, that are designed 
to bypass the mind and communicate directly with the body 
as a reliable object providing “objective” information. From 
this perspective, biometric technologies clearly prioritize the 
physical body over the (increasingly undervalued?) mind, 
thus producing a new body-mind hierarchy. In Lianos’ 
words, “what the subject thinks, does or believes […] is 
simply meaningless for the technological device” (2003). 
The direct communication between technologies and bod-
ies, paired with the declining prominence of the mind, ren-
der human communication and negotiation superfluous. 
Employment of biometric technologies thus produces mute 
individuals whose bodies speak for them, and who are not 
obligated—and sometimes not allowed—to participate, con-
sent, or even speak.

Table 1   Central elements in the surveillance network

Level 1 2 3 4 5

Surveilling agent States Institutions Employers Corporations Individuals
Surveilled subject (Non)citizens Wards Employees Consumers Subordinate 

individu-
als

Surveillance context National security, border control, 
public administration, welfare

Prisons, schools, 
hospitals

Workplaces Consumerism, marketing The home

1  Roger Clarke provides a detailed framework for surveillance analy-
sis, consisting of six forms of surveillance (physical, communica-
tions, data, location, body, and omnipresent/omniscient), and seven 
dimensions of surveillance activity (of what, for whom, by whom, 
why, how, where, when). http://www.roger​clark​e.com/DV/FSA.
html#DSA.

http://www.rogerclarke.com/DV/FSA.html#DSA
http://www.rogerclarke.com/DV/FSA.html#DSA
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These outcomes of the new ontology—prioritizing the 
body over the mind, obviating human communication, and 
producing mute individuals with speaking bodies—legiti-
mize unauthorized use of personal bodily information. 
Within such a climate, we witness a shift from voluntary 
information disclosure and sharing to involuntary, auto-
matic, and even remote information retrieval by powerful 
others, without our consent or even our knowledge. The 
power of biometric technologies, in this sense, lies in their 
capability to decode the encrypted body and expose data that 
we might prefer to keep private.

The possibility of unauthorized and unaware use of biom-
etric information was a central argument put forth by Israeli 
social activists in their battle against the Israel Biometric 
Project approved by the Knesset (Israel’s Parliament) in 
2009. This project combines two distinct initiatives: The 
issuing of biometric ID cards and passports to all Israeli 
citizens, and the establishment of a mandatory biometric 
database for storing their bodily information (two index 
fingers and facial images). In 2013, Israel launched a two-
year preliminary experiment to evaluate and assess the pro-
ject’s feasibility and necessity, during which participation 
had been voluntary. In March 2017, after two controversial 
extensions of the pilot, the Knesset approved the database 
and rendered it official (see Author removed 2016; Lebovic 
and Pinchuk 2010).

The project’s opponents put much of their efforts into 
educating the public about the strategic and unnecessary 
coupling of the two initiatives. While supporting the issuing 
of biometric documents, they firmly opposed the establish-
ment of a database, that enables unauthorized use of citi-
zens’ biometric information (as facial recognition cameras 
installed on streets can only identify passersby if an image 
bank has been compiled). For example, a comprehensive 
evaluation report published by the Israeli Digital Rights 
Movement regarding the pilot’s performance refers to “one 
of the most significant dangers of the biometric database—
the ability to identify passersby or protesters” (DRM 2017). 
The report questions the state’s preference of fingerprints 
and facial images to other biometric features such as iris, 
“which is very difficult to collect without individuals’ aware-
ness because it requires […] their cooperation: screening 
passersby in the streets will not provide useful data about 
their irises, and therefore it cannot be used to identify or 
surveil them without their knowledge” (p. 47). The Israeli 
case—and this report in particular—demonstrate the poten-
tial ramifications of this harm, as well as its relevance to 
policy intervention.

The harm inherent in biometric surveillance is, of course, 
neither new nor unique to the Israeli project.2 In fact, the 
fear of unauthorized use of biometric information underlies, 
explicitly or implicitly, critical discussions regarding urban 
surveillance and CCTV deployment (Norris 2012; Fussey 
and Coaffee 2012). However, based on the most common 
definition of privacy as the ability of individuals to control 
their own information (Westin 1967; Altman 1977; Rule 
2012), scholars usually frame this harm as privacy viola-
tion. I suggest that such framing misses a unique capacity 
of biometric information. Photographing passersby without 
their knowledge and storing their face templates for future 
comparisons far exceed the realm of privacy. In no other 
context can forced use of the physical body escape the label 
of body desecration. Framing and discussing this harm in 
terms of information thus mask its adverse ramification—
depriving people of the right to control their own bodies and 
make decisions accordingly.

So far, I have traced the theoretical origins of the first 
harm of biometric surveillance and linked them with the new 
ontology of the human body as information. This ontology 
facilitates a body-mind hierarchy that rationalizes the reduc-
tion of human communication and the production of mute 
individuals, that together manage to legitimize unauthorized 
use of bodily information.

Another significant ramification of the above rationale 
is the technocratization of citizenship. A mandatory bio-
metric database of the kind that Israel is establishing will 
soon become a central administrative instrument in the work 
of the state’s authorities. As such, the traditional encounter 
between functionaries and citizens might be replaced gradu-
ally by a mediated encounter between citizens and machines. 
Israel, like most other countries, already maintains a few 
voluntary and limited biometric databases. For example, 
unemployed citizens who enroll voluntarily in a biometric 
database maintained by the National Insurance Institute are 
required to undergo an automated biometric identification 
process weekly in order to receive unemployment compensa-
tion. In this case, citizen-machine communication replaces 
human communication. Citizens’ personal stories that once 
might have influenced a given functionary’s decisions 
become surplus information that is simply irrelevant to the 
new rationale of biometrics. This rationale is facilitated by—
and itself facilitates—a technical, alienated, and utilitarian 

2  One well-known public manifestation of this harm occurred in 
January 2001, when 70,000 football fans gathered at Raymond James 
Stadium in Tampa, Florida to watch the 35th Super Bowl champi-
onship. These fans were unaware that while they were watching the 
game, they were also being watched. During the game, facial recogni-
tion cameras had scanned spectators’ faces and produced templates 
that were immediately searched against a computerized database of 
criminals (McCullagh 2001).
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relationship between the state and its citizens. A mandatory 
biometric database will render this rationale ubiquitous.

Denial or limitation of access

The primary function of biometrics as a means of sorting 
people out results in the denial or limitation of access to 
physical spaces, mostly in the context of border control. The 
theoretical explanation for this harm can be identified in 
the intersection of two fields—citizenship studies (Isin and 
Turner 2002) and identity management (van Zoonen 2013).

Scholars have long been interested in the relations 
between citizens and “cultural others”. Carl Schmitt (1996) 
distinguished between friends and enemies, defining the lat-
ter as different, alien, or strangers with whom an intense con-
flict is possible. Bauman (1993) suggested a more nuanced 
distinction between enemies and strangers, claiming that 
the latter embody a greater threat than the former because 
they are neither friends nor enemies and may be both. While 
enemies are definable—they are usually associated with the 
outside, negativity and the wilderness—strangers are “the 
undecidable,” those who are neither/nor. The distinction 
between citizens and “cultural others” is implied in the very 
concept of citizenship. Identifying citizens has always been 
a major concern of modern nation states (Torpey 2000) in 
their attempt to determine and control eligibility for citizen-
ship (Lyon 2007). The modern form of citizenship, therefore, 
assumes identification and maintains the above distinction 
by excluding the ineligible.

The events of 9/11 are central to the rise of this biom-
etric surveillance harm. While some scholars have sug-
gested that the juxtaposing of citizens and non-citizens is 
no longer useful (see Ong 2005), the general climate in the 
post-9/11 Western world proves otherwise. Many studies 
have shown, for example, how media representations iden-
tify asylum seekers and refugees with migration, crime, and 
terrorism (Williams 2003; Salter 2004), evoking moral panic 
and fear (Erjavec 2003; Gale 2004). Moreover, the events of 
9/11 clearly intensified practices of identification (Mona-
han 2012), while the heightened mobility that accompanies 
globalization posed new challenges and encouraged nation 
states to come up with sophisticated methods of identifica-
tion and classification (Wilson 2006). Biometric technolo-
gies have emerged as the ideal solution in this respect.

Simply stated, as a central means of identification, bio-
metric technologies play a crucial role in determining the 
boundaries of citizenship (see Ajana 2012), as they label 
and sort those who should be denied individual rights. On a 
deeper level, the role of biometric technologies in denying 
and limiting access has to do with the relatively new field of 
identity management, that addresses the constant efforts of 
states to authenticate individuals by fixing single and stable 
identities (van Zoonen 2013).

Biometric technologies play a significant role in practices 
of identity management (Muller 2004). As they are not pro-
grammed to deal with multiple identities, they inevitably 
reduce the individual to one stable self (see also Martin and 
Whitley 2013). According to van Zoonen (2013), identity 
management policies reflect a shift from discourse of multi-
plicity to discourse of duplicity, assuming that people main-
tain a fixed, stable and true identity that they have rather than 
perform. In this state of mind, the will of “cultural others” to 
celebrate and even maintain multiple identities arouses sus-
picion. The critical approach of identity management sug-
gests that biometric identification or authentication should 
be perceived as an institutionalized means of establishing 
one’s identity rather than as a scientific procedure aimed 
at revealing a preexisting identity. In other words, biom-
etric technologies have the capacity to produce and con-
struct particular identities to certain individuals that can be 
used to justify a denial of access. I demonstrate this point 
by describing two biometric megaprojects—one concerning 
US border control policies, and the other addressing major 
American and European biometric databases. I selected 
these projects because they represent the first level in the 
surveillance network (state surveillance) and because they 
target “cultural others”.

Two US biometric projects—the Immigration and Natu-
ralization Service Passenger Accelerated Service System 
(INSPASS, no longer exists) and the Global Entry—grant 
“low-risk travelers” enhanced mobility, fast access and expe-
dited clearance, while detaining and excluding those catego-
rized as “high-risk” (van Der Ploeg 2006; Wilson 2006). van 
Der Ploeg (2006) challenges the alleged objectivity of these 
categories, emphasizing the role that biometrics play in their 
maintenance. She argues that although geographical borders 
have always had different political significance for different 
individuals and groups, biometric technologies introduce us 
to a new level of discrimination. The informatization of bor-
ders through biometric technologies, she claims, constructs 
privileged, trusted identities by rendering the border less 
visible and more easily permeable for specific individuals, 
while increasing the border’s “stopping power” for others. 
As such, biometric technologies enable “the extension of 
the function of the border as a selective and discriminating 
barrier”. Bauman further emphasizes the biases underlying 
the above categories, claiming that biometric technologies 
enforce the discriminatory division between “the extrater-
ritoriality of the new global elite and the forced territoriality 
of the rest” (2000).

In 2004, the United States Department of Homeland 
Security (DHS) established the U.S. Visitor and Immigrant 
Status Indicator Technology (US-VISIT) program to support 
immigration and border management. For this purpose, the 
DHS maintains the Automated Biometric Identification Sys-
tem (IDENT)—a central biometric database that stores and 
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processes digital fingerprints, photographs, iris scans, and 
facial images, linking them with biographical information 
to establish and verify identities of “persons of interest”—
primarily individuals who interact with the various agencies 
operating under the DHS. Large parts of this database con-
sist of two major programs managed by the US Citizenship 
and Immigration Services (USCIS): The Refugees, Asylum 
and Parole Services (RAPS) and the Asylum Pre-Screening 
System (APSS). IDENT is the largest biometric database 
in the world, storing more than 130 million records (Lynch 
2012; DHS 2012). The European parallel to the American 
RAPS and APSS is the EURODAC—a centralized finger-
print database of asylum seekers and “irregular migrants” 
over the age of 14. As of 2013, the database held more than 
2.3 million entries, each stored for a period of ten years. The 
database aims to facilitate coordination among EU coun-
tries regarding applications for asylum, as well as achiev-
ing better control over illegal movement within the EU (van 
der Ploeg 1999; EUlisa 2013). Critical reports regarding 
both databases raise serious concerns, some of which are 
related to the transformation of these databases into policing 
tools, enhanced governmental surveillance, perpetuation of 
racially motivated targeting etc. (Jones 2014; EUlisa 2013).

Discriminating against “cultural others” by denying or 
limiting their access is not a new phenomenon, but biometric 
surveillance has made such discrimination explicit and bla-
tant, as is evident in the contrasting categories of high/low-
risk travelers. More importantly, biometric discrimination is 
algorithmic, ostensibly free of human judgment and “purged 
of the ugly politics of us and them, friends and enemies” 
(Muller 2004). Consequently, the denial and limitation of 
access through biometrics are allegedly more legitimate and 
therefore exempt from the rules of political correctness.

Bodily social sorting

The term social sorting describes the classification of indi-
viduals and populations according to various criteria, sin-
gling out certain groups for “special handling” (Lyon 2003). 
Social sorting practices are important because they influence 
people’s life chances. In the digital age, these practices reach 
a new peak with the advent of statistical surveillance—data 
analyses that aim at simplifying our complex, changing 
environment and more importantly, at enabling stakehold-
ers to make sound decisions that “maximize the benefits and 
minimize the risks that are associated with managing the 
behavior of […] individuals” (Gandy 2012).

While traditional surveillance focuses on capturing elu-
sive information to produce an accurate representation of the 
present, statistical surveillance aims at creating a strategic 
representation of the future (Gandy 2012). To put it differ-
ently, in times of anticipatory surveillance, we no longer 
try to identify unruly subjects, ascribe guilt, and impose 

punishment, but use different surveillance techniques to sort 
groups by a priori levels of dangerousness (Feely & Simon, 
in Stalder and Lyon 2003). The use of predictive algorithms 
that label, sort and prioritize individuals and groups nec-
essarily results in discrimination against unprivileged and 
socially marginalized individuals, who usually end up at 
the bottom of the hierarchy as risky citizens (see Gandy 
2009) and unprofitable consumers (see Turow 2006). In this 
sense, statistical surveillance facilitates exclusionary rather 
than inclusionary goals (Norris et al. 1998), constituting a 
concrete technology of discrimination that large segments 
of society experience as cumulative disadvantage (Gandy 
2012).

When statistical and anticipatory surveillance meet biom-
etrics, the social sorting of people and groups takes a dif-
ferent form and makes its way into the physical realm. The 
primary purpose of biometric technologies is reading the 
body to identify people, but as the physical body correlates 
with other aspects of the self, biometric technologies have 
the capacity to expose hidden and sometimes sensitive infor-
mation that can be exploited by different stakeholders.

Bodily features commonly used for biometric identifica-
tion contain various kinds of information, such as genetic, 
medical, socioeconomic, and even personality traits. For 
example, lack of fingerprints might indicate genetic disor-
ders such as Adermatoglyphia (ironically known as “immi-
gration delay disease”) (Nousbeck et al. 2011), or reveal that 
a person uses chemotherapy drugs to treat cancer (Chavarri-
Guerra and Soto-Perez-de-Celis 2015).3 Similarly, worn or 
distorted fingerprints might be associated with socioeco-
nomic and occupational factors. Puri et al. compared the 
performance of fingerprint recognition technologies among 
urban and rural populations and found that the second chal-
lenges recognition algorithms because of worn and damaged 
fingerprint patterns (Puri et al. 2010). Other studies linked 
damaged patterns with practitioners of working-class occu-
pations, such as plumbers, carpenters, and laborers, who 
wash their hands frequently (Woodward et al. 2001). Other 
bodily features, such as iris characteristics, have been found 
to be related to a variety of behavioral and personality traits 
(see Larsson et al. 2007).

These kinds of information are valuable for different 
stakeholders—from state authorities to insurance agen-
cies—in their efforts to hierarchize citizens and potential 
customers, respectively, according to criteria of profitability. 
Unprivileged groups that usually end up at the bottom of the 
hierarchy will pay higher insurance premiums, for example.

3  From time to time, scientists report on unpleasant encounters 
between cancer patients with deleted fingerprints and biometric tech-
nologies, such as a 62-year-old man who was detained by US customs 
(Wong et al. 2009) and a 65-year-old woman who was denied service 
at a bank (Chavarri-Guerra and Soto-Perez-de-Celis 2015).
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While the first harm refers to unauthorized retrieval of 
bodily information, this one addresses a different case—
individuals who share their bodily information voluntarily 
but are not aware of its hidden meanings, let alone the far-
reaching implications thereof.

Symbolic ineligibility

As shown earlier, biometric technologies can be discrimina-
tory in many different senses (see also Magnet 2011). The 
last harm of biometric surveillance goes beyond discrimi-
nation per se, focusing on its symbolism by addressing the 
role of biometrics in the construction of marginality and 
otherness.

Biometric technologies require individuals to enroll in the 
system and submit their bodily information to produce a bio-
metric pattern. In every subsequent use, whenever identifica-
tion or authentication is required, the individual once again 
submits his/her biometric data, which is then compared 
to the pattern produced earlier. However, certain groups 
experience a failure-to-enroll (FTE) situation, in which the 
biometric system fails to capture the user’s body attributes 
(Wayman et al. 2005). This phenomenon is explained all 
too often in terms of technological limitation, yet is actually 
strongly rooted in social bias. The illegible bodies, as Mur-
ray (2007) suggests, are mostly colored populations such as 
African-Americans, Hispanics, and Asians. Indeed, Nanavati 
and his colleagues (2002) showed that facial-scan technolo-
gies fail to enroll dark-skinned persons simply because the 
cameras are optimized for lighter-skinned users (Introna 
and Wood 2004). While Nanavati and his colleagues dis-
cuss this phenomenon in technical terms, Pugliese attempts 
to “name the constitutive role of whiteness in setting the 
operating parameters of these image acquisition technolo-
gies” (Pugliese 2005, 2010; see also). Drawing on Richard 
Dyer, he brings the politics behind these technologies to 
the fore, claiming that particular biometric technologies are 
infrastructurally calibrated to whiteness as the normative 
standard. His description of the symbolism implied in FTE 
situations is even more telling: “Not to produce a template is 
equivalent to having no legal ontology, to being a non-being; 
you are equivalent to subjects who cannot be represented and 
whose presence can only be inferred by their very failure to 
be represented” (Pugliese 2005). In other words, in the age 
of ubiquitous biometrics, one has to be biometrically recog-
nizable in order to exist.

Magnet and Rodgers (2011) showed how whole body 
imaging technologies placed in airports for security pur-
poses perpetuate social inequalities by singling out par-
ticular communities for increased searches and harassment. 
They assess contemporary uses of these technologies as vio-
lent acts directed toward what they call othered bodies—
transgender, disabled, racialized, and overweight people. 

Murray (2007) elaborates on the symbolic aspect of this 
procedure, suggesting that biometric technologies label such 
bodies as abnormal because they do not correspond to the 
idealized model, thus intensifying their otherness.

The Israel Biometric Project illustrates how biometric 
technologies are used to produce and intensify marginal-
ity and otherness. Many policy documents were published 
during the pilot period described earlier in order to guide 
implementation of the project, including detailed methods 
of addressing FTE situations. The Biometric System Experi-
mentation Protocol stipulates the procedures to be performed 
during registration and determines that: “every biometric 
feature will be scanned up to six times […] to attain high 
quality data; should it fail, an exceptions procedure will 
be executed” (IBDMA 2013). Another document, the first 
of four semiannual reports published by the Israel Biom-
etric Database Management Authority, lists the causes of 
failed fingerprint scans, thus revealing the identities of those 
defined as “exceptions”:

8.3.3.1. Wounds, burns, and mutilations: Defects 
caused by wounds and burns, or a complete lack of 
fingerprint due to hand or finger mutilation; 8.3.3.2. 
Worn fingerprints, especially of elderly or diabetics 
who undergo regular pricking; 8.3.3.3. Dermatoses: 
Severe inflammatory skin diseases; 8.3.3.4. Dis-
abilities: Physical handicap such as shaky hand or 
paralysis; 8.3.3.5. Oncological treatment: Certain 
chemotherapeutic medications might reduce finger-
print quality and rarely erase it temporarily; 8.3.3.6. 
Laborers: Some manual jobs might harm the skin and 
fingerprints (IBDMA 2014).

According to the report, these “exceptions”—mostly 
the elderly, the disabled, laborers, and people who suffer 
from illnesses such as cancer, diabetes and the like—are 
required to wait for a supervisor’s confirmation to register. 
This results in a disturbing distinction between two groups: 
Those who have the privilege of registering quickly and effi-
ciently in private cubicles, and the rest—ineligible bodies 
who literally stand in a separate line, waiting for special con-
firmation that represents marginality and otherness. Indeed, 
the privilege to be biometrically recognizable separates indi-
viduals who enter the national register smoothly and thus 
perform “successful citizenship” from ineligible citizens 
whose admission to this register is conditioned.

So far, I elaborated on four principal harms engendered 
by biometric surveillance. First, defining and using bodies 
as information facilitate reduction of human communica-
tion and the consequent production of mute individuals. 
Together, they legitimize unauthorized use of bodily infor-
mation and technocratization of citizenship. Second, biom-
etric technologies determine eligibility for citizenship, but 
more significantly, they construct and produce rather than 
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simply read social identities that are then subjected to denial 
or limitation of access. Third, while decoding the physical 
body for administrative purposes, biometric technologies 
extract sensitive information that different stakeholders use 
to hierarchize individuals and populations for profit-making 
purposes. Finally, biometric technologies set a technical 
threshold for identification that some people—mostly minor-
ities—cannot meet. This failure produces ineligible bodies, 
resulting in the construction of marginality and otherness.

Considering these harms, it is astounding to learn that 
less than two decades ago, scholars depicted automated sur-
veillance technologies as a promise of equality and equity. 
Michaelis Lianos and Douglas (2000), for example, sug-
gested that:

“It is the first time in human history that we have the 
opportunity to experience forms of control that do 
not take into account any category of social division. 
Age, sex, race, beauty and attire are irrelevant […]. 
We stand in the middle of a massive development of 
egalitarian processes which cannot even be suspected 
to discriminate among their users” .

Including the four harms of biometric surveillance in 
one integrative framework elucidates their affinity and 
demonstrates their cumulative power: Although they vary 
in context, they point in the same direction and suggest that 
technologies previously perceived as a promise of equality 
now support and enhance rather than transcend traditional 
social categories. Consequently, in the remaining parts of 
the paper, I seek to reframe biometric surveillance as a new 
form of control and suggest three main features of biometrics 
to explain their social power.

Biometric surveillance: toward a new 
rationale

The immediate and visible impact of biometric technolo-
gies is mostly quantitative, as unprecedented amounts of 
data can now be collected, processed, and analyzed easily 
and rapidly. Nevertheless, the four harms discussed in this 
paper suggest that new surveillance techniques facilitate a 
qualitative change, as they alter dramatically what we can do 
with information (also see Graham and Wood 2003). In this 
respect, the impact of biometric surveillance cannot always 
be measured or quantified.

To better comprehend this qualitative change and the 
impact of biometric surveillance on our everyday lives, I 
reframe biometric surveillance and suggest that it be evalu-
ated not as yet another means of inspection, but rather as 
a new form of control. While the first conceptualization 
perceives biometric surveillance as a technical means, the 
second offers a new rationale whereby human bodies are 

redefined as public objects on which state sovereignty can be 
enacted. Accordingly, bodies may be legitimately subjected 
to unauthorized use without the consent or knowledge of 
the individuals involved, read and decoded to expose hidden 
information and even translated into concrete ineligibility.

This does not imply that biometrics are inherently bad. 
In the first of his six laws of technology, Melvin Kranzberg 
wrote that “technology is neither good nor bad; nor is it neu-
tral” (Kranzberg 1986). Winner’s (1986) theory of techno-
logical politics also suggests that technologies are political 
(as opposed to neutral) in the sense that certain technologies 
are likely to have a specific impact when operating within 
certain political contexts. Following this line of reasoning, 
the adverse ramifications of biometrics appear to be rooted 
in the neo-liberal politics in which they are designed and 
employed, that legitimize categorization and hierarchiza-
tion of individuals, as well as their subjugation to powerful 
forces.

The social power of biometrics: complexity, 
objectivity, and agency

The suggested conceptualization of biometric surveillance 
as a new form of control should be evaluated vis-à-vis three 
prominent features that they share with other algorithmic 
machines and that explain their social power: Complexity, 
objectivity, and agency. This argument does not imply that 
biometric technologies are deterministically powerful, but 
rather, that these features are exploited to allow certain uses 
of biometrics (see Winner 1986).

The combination of technical expertise and social theory 
is uncommon. Engineers and algorithm experts rarely take 
on critical social research; conversely, social scientists are 
not likely to delve into the technicalities that usually lie 
outside their proficiency. Consequently, not only laymen 
but even social scientists and surveillance scholars rarely 
understand how biometrics actually work. Their technologi-
cal complexity, that remains a mystery in more ways than 
one, may well be among the most prominent characteristics 
of algorithmic technologies. Biometrics, in this context, are 
part of a growing array of enigmatic technologies that shape 
our black box society, according to Pasquale (2015). Techno-
logical complexity matters because it has the capacity to dis-
courage examination, thus reinforcing the black box status 
of enigmatic technologies. It is thus hardly surprising that 
algorithms only became the focus of critical social scientific 
work in the last decade (Kitchin 2017).

Second, biometric technologies are strongly related to the 
contested concept of objectivity. In the most basic sense, 
they quantify selves and represent bodies numerically as 
a digital code. Human registrants stored in biometric sys-
tems are thus managed in terms of calculation, comparison, 
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match, assessment, and similar conceptions. The combina-
tion of machines, numbers, and biology legitimizes a tech-
nical, scientific, and objective discourse around biometrics 
(Muller 2004), which is significant because it plays a crucial 
role in the production of ‘truths’ (Beer 2017). In this sense, 
biometric technologies are political, inter alia, because they 
are purported to represent ‘only’ what they actively produce 
(Murray 2007).

Third, biometric technologies are increasingly involved 
in automatic decision-making, with no or little human inter-
vention. As biometrics often operate within particular con-
texts such as border control, law enforcement, and crime 
prevention, they are used to evaluate and judge people. 
Such encoded extension of human agency (Introna 2011), 
or the displacement of agency from humans to machines, 
raises ethical questions about mediated social sorting and 
discrimination. Technological agency is consequently of sig-
nificance not only because it appropriates reasoning from 
human agents, but also because automated decision making, 
unlike the human variety, is said to be unbiased (and it is 
clearly not so).

The social power of biometrics resides in the interre-
lations among these three features. Briefly, technological 
agency, despite its questionable outcomes, if not adverse 
ramifications, is rarely challenged because of its perceived 
objectivity and complexity. When robots who judge a beauty 
contest prefer white contestants, it is hard to challenge their 
decision with convincing arguments—not only because it 
is based on “objective factors such as facial symmetry and 
wrinkles” (Levin 2016), but also because few experts can 
open and challenge this technical black box effectively. For 
the same reason, human agents have little chance of suc-
cess if their narratives contradict the verdict of biometric 
machines, as “by definition, robust identification systems 
have the virtue of producing fewer errors,” supporting the 
“presumption that the computer is right and the objecting 
individual is wrong” (Gelb and Clark 2013). Overall, the 
complexity-objectivity-agency triangle reinforces biomet-
rics’ status as uncontested and perhaps even impervious to 
challenge.

Policy solutions to balance harms and benefits of biom-
etric surveillance are beyond the scope of this paper as they 
involve law, regulation and education. However, adopting a 
basic approach of neutral politics, both by policymakers and 
publics, is a first step toward educated use and implemen-
tation of algorithmic technologies. This approach suggests 
that while algorithmic technologies are political as socio-
technical systems because they draw on, operate in, and 
potentially shape political contexts, they are nevertheless 
neutral because their functioning as socio-technical system 
is never pre-determined but should be constantly considered 
and negotiated. The juxtaposition of politics and neutrality 
points out the potential ramifications of biometrics but at the 

same time subjects these ramifications to informed societal 
decision.
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