Geometrical Splitting in Monte Carlo
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Through a direct statistical approach, analytic expressions are derived for the second moment, the variance ratio, and benefit functions of a model for n-surface geometric splitting. The model is general in that it can be applied to many geometric and material conditions, energy dependence, and biasing methods besides splitting. The model applies to any detector, provided that the detector region is separated from the source region. The model has the following limitations: (a) every source particle reaching the detector must cross all splitting surfaces, (b) particles are allowed to split only once on each surface, (c) weight-dependent biasing schemes are not included, and (d) reactions that bifurcate the particle are excluded.

The derived expressions depend linearly on \( n \) unknown constants that are bulk properties of the medium in a given problem. These constants may be estimated approximately from one small sample run invoking the point-surface approximation or from \((n + 1)\) consecutive small sample runs.

Numerical examples are given in verification of the theory, and the possibility of using the expressions in an in-code optimization or self-optimizing code is discussed.

I. INTRODUCTION

In recent years the Monte Carlo method has matured and has been used extensively in particle transport problems. Many variance-reducing techniques, biasing methods, and estimators have been derived for general and specific applications. Powerful multipurpose codes now combine flexible geometry with elaborate cross-section libraries and can handle any reasonable three-dimensional transport problem. With the increasing speed and capability of modern computers, the Monte Carlo method, once recommended for use only “when no other method is available,” has become a common tool for experts in the nucleonics field, as well as for general researchers using the method for a wide variety of design and analysis purposes.

It is appropriate now to consider the goals of Monte Carlo methodology. It appears to be a general consensus that development of new general variance-reducing methods will produce only marginal benefit. Efficient application of the powerful methods already implemented in multipurpose codes is the most pressing problem in the use of Monte Carlo. All variance-reduction methods contain external parameters that must be specified before calculation. Correct determination of these parameters is, in most cases, crucial to the efficiency of the calculation, and correct setting can improve efficiency by orders of magnitude.

---

of magnitude, in some cases determining feasibility of a calculation. Misuse of these parameters, on the other hand, might cause not only inefficient calculation, but also biased and therefore incorrect results.

Let us define the problem in more specific terms. Let \( D \) denote the target response, the quantity to be estimated in the calculation. Let \((\bar{P}_1, \ldots, \bar{P}_k)\) denote a random walk of a particle, with \( \bar{P}_j \) being a phase-space collision point and \( \bar{P}_k \) the termination point of the particle's history. A probability density function (pdf) is attached to every track, describing the probability density for the occurrence of that track. In the analog case, the pdf is constructed from the analog transport kernels and is denoted by \( \mu_{\alpha}(\bar{P}_1, \ldots, \bar{P}_k) \). In any biased scheme, one uses a "distorted" pdf to bring the particles more efficiently from the source to the detector. This new pdf includes one or more external parameters \((\alpha_1, \ldots, \alpha_n)\) and is denoted by \( \mu(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) \). To each random walk, a score \( w(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) \) is attached. This score is a random variable and is an unbiased estimator of the target response if, when averaged over all possible random walks with the biased pdf, it yields \( D \). Thus,

\[
D = \sum_{k=0}^{\infty} \int \ldots \int w(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) \mu(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) d\bar{P}_1 \ldots d\bar{P}_k \tag{1}
\]

In a Monte Carlo calculation, random walks are sampled from the biased (or analog) pdf and the numerical average of the score serves as an estimate of \( D \). The variance of the calculation is determined by the second moment of \( w \) or

\[
S^2(\alpha_1, \ldots, \alpha_n) = \sum_{k=0}^{\infty} \int \ldots \int w^2(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) \mu(\bar{P}_1, \ldots, \bar{P}_k; \alpha_1, \ldots, \alpha_n) d\bar{P}_1 \ldots d\bar{P}_k \tag{2}
\]

The first-moment \( D \) does not depend on the external parameters, but the second moment does. If \( w \) has a finite variance \( V_w \), then the variance of the estimate of \( D \), for instance, \( \Delta D \), behaves as \( \Delta D = V_w/N \), where \( N \) is the number of histories used in the calculation. Further, if \( \tau(\alpha_1, \ldots, \alpha_n) \) is the average computer time required to process a single history, the total calculation time is \( T(\alpha_1, \ldots, \alpha_n) = N \cdot \tau(\alpha_1, \ldots, \alpha_n) \). Thus, an adequate measure of the efficiency of the calculation can be defined as

\[
q(\alpha_1, \ldots, \alpha_n) = V_w \tau / \left( S^2(\alpha_1, \ldots, \alpha_n) - D^2 \right) \cdot \tau(\alpha_1, \ldots, \alpha_n) \tag{3}
\]

When biasing is required, the second moment per history is usually much larger than the square of the first moment; if not, biasing is not needed and analog Monte Carlo will suffice. Therefore, in Eq. (3), \( D^2 \) can be safely omitted and \( q(\alpha_1, \ldots, \alpha_n) \) can be written as

\[
q(\alpha_1, \ldots, \alpha_n) = S^2(\alpha_1, \ldots, \alpha_n) \tau(\alpha_1, \ldots, \alpha_n) \tag{4}
\]

The \( q \) is also referred to as the quality factor of the calculation, and \( (S^2/N)^{1/2}100/D \) will be the percentage relative standard deviation (PRSD) of \( D \). The term \( (S^2/N)100^2/D^2 \times T \) can be interpreted as the computational time required to achieve a PRSD of 1% and, for a given problem, is proportional to \( q \). Now the problem can be stated simply as that of finding the set of external parameters \((\alpha_1, \ldots, \alpha_n)\) that will minimize \( q(\alpha_1, \ldots, \alpha_n) \).

Optimizing variance-reduction methods is an important goal of Monte Carlo methodology. At present, the use of biasing methods depends on user experience and can be compared to "flying an experimental aircraft with unknown flight characteristics." 2

This problem might be approached by the most straightforward scanning method. Because both \( S^2 \) and \( \tau \) can be estimated, as well as \( D \), during the calculation, the total number of histories can be divided into small batches that systematically scan different sets of external parameters and converge to the optimum. However, this approach must be rejected because estimating \( S^2 \) by small batches is frequently unreliable and misleading. In most cases, the time required to obtain a reliable estimate of \( S^2 \) is sufficient also to obtain a satisfactory estimate of \( D \). However, the concept of in-code optimization, that is, an optimization done during and within the Monte Carlo calculation of \( D \), is very tempting. It would require a "built in" algorithm enabling the code to converge to an optimum, or near optimum, set of external parameters. An algorithm based solely on statistical information acquired during the calculation probably will not suffice; some external analytical knowledge must be added to attenuate the statistical fluctuations of \( S^2 \).

Another possible approach was explored in the development of an integral-transport-like equation for the second moment in analog Monte Carlo. 3 This excellent work stimulated further extensions of the equation to include biased Monte Carlo schemes, time-dependent problems, and a variety


\textsuperscript{3}H. J. AMSTER and M. J. DJOMEHRI, Nucl. Sci. Eng., 60, 131 (1976).}
of estimators. Analysis of the equations prompted conclusions regarding the relations between second moments of such estimators as the track-length estimator, expected leakage estimator, and collision estimator, with and without survival biasing. Exponential biasing was analyzed and, in fact, quality factor curves were derived for a monokinetic infinite-medium problem including fission and time dependence. The value of this approach is undoubted. References show that, without solving the equation, one may derive by comparison relations between second moments of different methods. ("Relations" refers here to larger or smaller, but without indicating exact differences or ratios.)

Considerable insight into various biasing methods may be gained by investigating the second-moment equation; newly suggested biasing schemes may be tested for their quality factor by using simple benchmark problems for which solutions of the second-moment equation are easily derived. It is doubtful, however, that this approach can lead to in-code optimization because, for optimization, a detailed solution of the second-moment equation is required. The resulting equation is more complicated than the transport equation and any attempt to solve it by Monte Carlo and within Monte Carlo runs will probably require the crude straightforward scanning method discussed earlier. It might be possible to apply methods other than Monte Carlo, such as $S_N$, $P_N$, or other deterministic methods, which require some linkage between Monte Carlo and the deterministic method because the target response $D$ appears as a parameter in the second-moment equation. Most deterministic codes are limited to one- or two-dimensional geometries, so in many practical cases, the three-dimensional problem must somehow be reduced into a two- or one-dimensional approximation, introducing an additional user-dependent element—even then it is not clear that the combined two-dimensional and Monte Carlo calculations will provide the solution. (However, this possibility should be investigated.) In summary, the prospects of the second-moment equation appear to be limited in the context of in-code optimization, for which information obtained during the calculation is used iteratively to improve quality without extra time investment.

Another possibility is an attempt to obtain an approximate or exact expression for the second moment directly from the basic statistical considerations applied to a general statistical model of the biasing method in question. Through such an analysis, one may derive the functional relation between the second moment (and the time) and the external parameters. Such a relation will eventually involve problem-dependent constants that can be described as "bulk properties," or integral properties of the specific problem, and are easier to calculate than the target response $D$. If this is achieved, one can construct an algorithm in which the bulk properties are learned within the calculation and, together with the known functional dependence of the quality factor on the external parameters, serve in a self-improving algorithm.

Reference 11 gives an example of this approach, where an approximate simple analytic expression was derived for the second moment of the one-parameter exponential biasing case. The bulk parameters were the average number of collisions of a particle and the total number of particles reaching the detector within the important range of the Neumann spectrum. A self-optimizing algorithm for a direction-dependent exponential biasing was devised and implemented in the general purpose MCNP code. Although we have little experience in using the algorithm, when it was tested on a shielding problem of leakage through a 0.7-m-thick concrete wall with bent liquid sodium pipe, a near-optimum parameter was obtained with $<$10% of the sample required for the entire calculation.

In the following, we apply the direct statistical approach to a model of surface splitting, deriving an exact functional relation of the second moment (and the quality factor) to the splitting parameters of any number of splitting surfaces. Surface splitting is one of the most commonly used variance-reduction techniques. It consists of one or more splitting surfaces situated between the source and the detector. Upon crossing a surface, the particle is split into $\nu$ secondary particles, each of which weighs $1/\nu$ of the total original weight. This method is usually combined with Russian Roulette and may be used with other biasing...
methods. Reference 15 describes the analysis of a simple one-dimensional, one-surface monoenergetic problem in which each collision results in absorption; thus, the leakage consists of only uncollided particles.

Section II is an analysis of the one-surface case. In Sec. III, we analyze the two-surface case and extend it to the n-surface model. Some numerical examples are cited to verify the theory, and possible ways of using the theory to obtain an in-code optimization algorithm are discussed.

II. ONE-SURFACE SPLITTING

A source region $Q$ is separated from a detector region $D$ and one splitting surface is in the medium between them (Fig. 1). Where splitting is not applied, we define these quantities: $P_{qd}$ is the probability of a source particle reaching the detector region; $w$ is the contribution of a particle that reached the detector (w includes both any accumulated weight due to biasing and the contribution to $D$ in the detector using any estimator of $D$); $f(w)$ is the pdf of $w$. We then write the first moment as

$$D = P_{qd} \int_0^\infty f(w)wdw$$

(5)

assuming no negative contribution. Note that $f(w)$ is a conditional pdf only of those particles that reached the detector region.

The second moment is then given by

$$S_q^2 = P_{qd} \int_0^\infty w^2f(w)dw$$

(6)

To introduce splitting on the surface, we define the following quantities: $\vec{p}_s$ is a phase-space point on the surface; $P_s$ is the probability of a source particle reaching the splitting surface; $g(\vec{p}_s)$ is the conditional pdf of particles that crossed the surface for the first time at $\vec{p}_s$; $w(1,\vec{p}_s)$ is the weight of a particle at the first crossing of the surface at $\vec{p}_s$, distributed with a pdf given by $f_1[w(1,\vec{p}_s)]$. Now, $P_d(\vec{p}_s)$ is the probability of a particle that crossed the splitting surface for the first time at $\vec{p}_s$ to reach the detector region, and $w_d$ is the contribution of that particle at the detector, assuming that the particle reached the splitting surface with unit weight. Let $w_d$ be distributed with pdf $f_d(w_d)$. In these definitions, we have separated the random variable $w$ into a product of two independent parts $w(1,\vec{p}_s)$ and $w_d$. Given these quantities, the expected $D$ can now be written as

$$D = P_s \int_0^\infty g(\vec{p}_s)dw_d P_d(\vec{p}_s) \int_0^\infty w(1,\vec{p}_s)f_1[w(1,\vec{p}_s)]$$

$$\times dw(1,\vec{p}_s) \int_0^\infty w_d f_d(w_d)dw_d$$

(7)

For simple presentation we will omit in each case the dependence on $\vec{p}_s$ and rewrite $D$ as

$$D = \left[ P_s P_d \int_0^\infty w(1)f_1[w(1)]dw(1) \right]$$

$$\times \int_0^\infty w_df_d(w_d)dw_d$$

(8)

with the brackets indicating averaging over the splitting surface. With this notation, the second moment can be written as

$$S_q^2 = \left[ P_s P_d \int_0^\infty \int_0^\infty [w(1)]^2f_1[w(1)]f_d(w_d) \right]$$

$$\times dw(1)dw_d$$

(9)

On the introduction of splitting, a single independent event will consist of a weight reaching the splitting surface at $\vec{p}_s$, with probability $P_s g(\vec{p}_s)dw_d$ being split into $\nu$ particles, from which $k$ will reach the detector and contribute to the total score

$$\eta_v = w(1) \frac{[w_d^1 + \ldots + w_d^k]}{\nu}$$

The average for all $k$ is thus given by

---


16MacDonald and Cashwell (Ref. 17) use pattern recognition for the in-code optimization of the location of a 1:2 phase-space splitting surface. Also, Juzaitis (Ref. 10) applied the second-moment equation to surface splitting in a mono-kinetic slab model.

\( \langle \eta_\nu \rangle = \left( \frac{1}{\nu} \sum_{k=1}^{\nu} \binom{\nu}{k} P_d^k (1 - P_d)^{\nu-k} \int_0^\infty \cdots \int_0^\infty w(1) \right. \\
\times \left( \sum_{j=1}^k w_d \right) f_1[w(1)] f_d(w_d^j) \\
\cdots f_d(w_d^k) d(w_d^1) d(w_d^2) \cdots d(w_d^k). \)

Because the \( w_d^i \)'s are independent and identically distributed, by taking the sum over \( j \) out of the integral, we obtain \( k \) identical integrals:

\( \langle \eta_\nu \rangle = \left( \frac{1}{\nu} \right) P_d \int_0^\infty \int_0^\infty w(1) f_1[w(1)] w_d f_d(w_d) d(w_d) d(w_d) \\
\times \left( \frac{1}{k} \sum_{k=1}^{\nu} \binom{\nu}{k} P_d^k (1 - P_d)^{\nu-k} \right) \frac{1}{k} \sum_{k=1}^{\nu} \binom{\nu}{k} P_d^k (1 - P_d)^{\nu-k}. \)

Using the general notation

\( \langle w \rangle = \int_0^\infty w f(w) d(w) \)

and the properties of the average number of successes out of \( \nu \) trials in a binomial experiment with success probability \( P_d \), we obtain

\( \langle \eta_\nu \rangle = \left( \frac{1}{\nu} \right) P_d \frac{\langle w(1) \rangle \langle w_d \rangle}{\langle w_d \rangle} \frac{1}{\nu} P_d \frac{\langle w(1) \rangle \langle w_d \rangle}{\langle w_d \rangle} \frac{1}{\nu} P_d \frac{\langle w(1) \rangle \langle w_d \rangle}{\langle w_d \rangle} = D. \)

The last equality is obtained by comparing with Eq. (8). Thus, the splitting process yields an unbiased estimate of \( D \), a well-known result.

We now calculate the second moment. This will take the form

\( S_2^2 = \langle \eta_\nu^2 \rangle = \left( \frac{1}{\nu} \right) P_d \sum_{k=1}^{\nu} \binom{\nu}{k} P_d^k (1 - P_d)^{\nu-k} \\
\times \int_0^\infty \cdots \int_0^\infty w^2(1) \\
\times \left( \sum_{j=1}^k \frac{w_d^j}{\nu^2} f_1[w(1)] f_d(w_d^j) \cdots f_d(w_d^k) \right) \\
\times \frac{1}{\nu^2} \int_0^\infty dw_d^1 \cdots dw_d^k. \)

In Eq. (11) we used the fact that

\( \sum_{k=1}^{\nu} \binom{\nu}{k} P_d^k (1 - P_d)^{\nu-k}(k-1) = \nu P_d^2(\nu - 1). \)

This can be proved easily from the properties of the binomial distribution. Noting that the dependence on \( \nu \) is independent of \( \bar{p}_d \), it can be taken out of the integration over \( \bar{p}_d \) and we can write

\( S_2^2 = \left( \frac{1}{\nu} \right) P_d \frac{(\nu)^2}{(\nu - 1)} + \left( \frac{1}{\nu} \right) P_d \frac{\langle w(1) \rangle \langle w_d \rangle}{\langle w_d \rangle} \frac{(\nu - 1)}{\nu}. \)

Comparison of the first term with Eq. (9) shows that the coefficient of \( 1/\nu \) is simply \( S_1^2 \) and denoting the second coefficient \( C \) we get

\( S_2^2 = S_1^2 + C \frac{(\nu - 1)}{\nu}. \)

We have thus derived an exact expression for the second moment as a function of the splitting parameter \( \nu \).

Some assumptions are inherent in the above model. Though particles may cross a splitting surface any number of times, they are split only on the first crossing. By allowing the particle's weight to be a random variable, rather than unity, biasing methods other than splitting are included. However, if the biasing scheme depends on the splitting parameter (as may be the case with Russian Roulette) and weight cutoff, the weight distribution, and consequently the weight averages, may depend on the splitting parameter. Particles are not allowed to bifurcate in the medium; thus, reactions such as \((n,2n)\) or fission are excluded, except in those cases where it is possible to encounter such reactions by changing the weight rather than creating new tracks. The above limiting conditions apply equally to the \( n \)-surface case.

The first term in Eq. (14) is the no-correlation term because it involves only squares of contributions of the same secondary. The no-correlation term is exactly a factor \( \nu \) smaller than \( S_1^2 \) and eventually goes to zero as \( \nu \) goes to infinity. The second term is the result of cross products of weights of different secondaries. This correlation term decreases the efficiency of the method and results in the second moment having an asymptotic value of \( C \). Intuitively, we note that correlation among secondaries will be small as long as \( \nu P_d \ll 1 \), in accordance with Eq. (13), because \( C \) is smaller than \( S_1^2 \) by approximately a factor of \( P_d \). A \( 1/\nu \) behavior may thus be expected at low values of \( \nu \); that is, the first term in the Eq. (13) dominates.

To attain the quality factor, we now need the average time of a source particle. We denote \( \tau \) as the average time of a source particle without splitting.
and $\tau_1$ as the average time of a secondary. The time required to process $N$ source particles will be

$$T_v = N\tau + NP_1 \tau_1(\nu - 1) = \tau_v + P_1 \tau_1(\nu - 1).$$

(15)

Therefore, the quality factor is given by

$$q_v = \left[ \frac{S_2}{\nu} + C(\frac{(\nu - 1)}{\nu}) \right] [\tau + P_1 \tau_1(\nu - 1)].$$

(16)

Consider now the ratio $q_v/q_1$, which is the benefit factor, denoted by $B_v$. It is the advantage of splitting by $\nu$ instead of no splitting; in other words, the time ratio to obtain a given standard deviation. Thus,

$$B_v = \frac{q_v}{q_1} = \left[ \frac{1}{\nu} + d_1(\frac{(\nu - 1)}{\nu}) \right] [1 + P_1 \beta_1(\nu - 1)],$$

$$\beta_1 = \frac{\tau_1}{\tau},$$

and

$$d_1 = \frac{C}{S_1^2}.$$

(17)

The value of $\nu$, for which $B_v$ is minimal, is the optimum, $\nu_{opt}$. A useful approximation can be obtained if we assume that both $f_1(w)$ and $P_d$ are independent of $\bar{p}_s$; that is identical for each point on the surface. This approximation is called the point-surface approximation because it is equivalent to the assumption $g(\bar{p}_s) = \delta(\bar{p}_s - \bar{p}_0)$, $\bar{p}_0$ being a fixed point on the surface. Using this approximation,

$$d_1 = \frac{C}{S_1^2} \approx \frac{P_1 P_2 \langle \omega^2(1) \rangle \omega_1 \omega_2}{P_1 P_d \langle \omega^2(1) \rangle \langle \omega^2 \rangle^2} = P_d \left( \frac{\omega_1 \omega_2}{\langle \omega^2 \rangle^2} \right).$$

$$\langle P_{d_s} \rangle = P_1 = \text{constant}.$$

$$\langle P_d \rangle = P_d = \text{constant}.$$

(18)

Differentiating $B_v$ with respect to $\nu$ and equating to zero,

$$\nu_{opt} = \left( \frac{d_1 - 1}{d_1 P_1 \beta_1} \right)^{1/2}.\$$

(19)

Going back to the exact case, we examine $B_v$ in some special cases. Consider a surface-leakage detector and let the splitting surface coincide with the detector surface. We expect the splitting to have no effect. In that case, $\langle \omega_2 \rangle = 1$, $\langle \omega_1 \rangle = 1$, $P_2 = 1$, $w(1) = w$, and $P_1 = P_{pd}$, yielding $C = \langle \omega_1 \rangle = S_1^2 = > d_1 = 1$; also $\tau_1 = 0$ yields $\beta_1 = 0$, so that $B_v = 1/\nu + (\nu - 1)/\nu \equiv 1$, as expected. If we have a surface source and move the splitting surface to the source, $w(1) = 1$, $w_d = w$, $P_1 = 1$, and $P_d = P_{qd}$. Also $\beta_1 = 1$ because $\tau_1 = \tau$, and

$$B_v = \left[ \frac{1}{\nu} + \frac{\langle P_{qd} \rangle \langle \omega_1 \rangle (\nu - 1)}{\langle \omega_1 \rangle} \right] (1 + \nu - 1)$$

$$= \frac{1}{\nu} + \frac{\langle P_{qd} \rangle \langle \omega_1 \rangle (\nu - 1)}{\langle \omega_1 \rangle}.$$

(20)

In this case, though one might have expected $B_v = 1$, instead, $B_v \gg 1$, which indicates that if $\nu > 1$, splitting is less efficient. However, this is in accordance with the fact that "Batch" estimation has a higher variance than single-particle estimation.14 Also note that when $\nu = 1$, $B_v \equiv 1$ as should be.

In many cases of leakage calculations, especially when absorption probabilities are small, splitting is applied with analog Monte Carlo. Then $w(1) = w_d \equiv 1$, so that

$$B_v = \left[ \frac{1}{\nu} + \frac{\langle P_{d_s} \rangle (\nu - 1)}{\langle P_d \rangle} \right] (1 + \nu - 1)$$

In the point-surface approximation,

$$B_v = \left[ \frac{1}{\nu} + \frac{\langle P_d \rangle (\nu - 1)}{\langle P_d \rangle} \right] (1 + \nu - 1)$$

and

$$\nu_{opt} \approx \left[ \frac{(P_d - 1)\langle P_1 \beta_1 \rangle - 1}{P_d P_1 \beta_1} \right]^{1/2}.$$

(21)

Because $\langle P_{d_s} \rangle > \langle P_d \rangle^2$, the point-surface approximation causes an overestimation of both $B_v$ and $\nu_{opt}$. Yet, if $P_d(\bar{p})$ does not vary sharply on the surface, the approximation may be very useful. In the process of the optimization, one may start with a trial $\nu_1$, and after a batch of $N_1$ source particles, obtain a first estimate of $\nu_{opt}$ ($\nu_2$) for $N_2$ or more source particles by estimating $\beta_1$ and using Eq. (21) or (19). Then both $d_1$ and $(P_1; \beta_1)$ of Eq. (17) can be estimated by the value of $B_{opt}/B_{2opt}$ and the execution time ratios. The $P_1$ can be estimated directly in each batch. Note that the parameters appearing in the above discussion, $P_1$, $P_d$, $w(1)$, $\omega_1$, $\omega_2$, etc., are bulk properties of the medium. The accuracy required for $d_1$ and $(P_1; \beta_1)$ is much lower than that required for $D$, and even a crude estimation yields near-optimum values of $\nu_{opt}$. These aspects are discussed further and demonstrated in Sec. V. Equations (17) and (19) show not only the optimal splitting factor, but the benefit to be expected from the optimal use of splitting.

III. TWO-SURFACE SPLITTING

This case is somewhat more complicated than the one-surface case. It is worthwhile to treat two-surface splitting separately because its derivation contains all the essential features of the general $n$-surface case and its extension to the general case is straightforward.
GEOMETRICAL SPLITTING IN MONTE CARLO

We first describe the form of an independent single event with the corresponding pdf for its occurrence. A source particle reaches the first surface (S1) at phase-space point \( \bar{r}_{S1} \) with weight \( w_1(1) \). To write the probability density of this partial event, we define the following quantities, where

\[
P_1 = \text{probability of a source particle to reach the first splitting surface (S1)}
\]

\[
g_1(\bar{r}_{S1}) = \text{conditional pdf of a source particle reaching and crossing S1 for the first time at } \bar{r}_{S1}
\]

\[
f_1[w(1), \bar{r}_{S1}] = \text{conditional pdf of a source particle crossing S1 at } \bar{r}_{S1} \text{ with a weight of } w(1).
\]

Note that \( \bar{r}_{S1} \) should also appear as an argument in \( w(1) \); the omission of this dependence will cause no ambiguity. Using the above definitions, we may write the pdf of the partial event as

\[
P_1 \times g_1(\bar{r}_{S1}) \times f_1[w(1), \bar{r}_{S1}].
\]

Upon crossing S1, the particle is split into \( \nu_1 \) secondary particles, each of weight \( w_1(1)/\nu_1 \). Of these \( \nu_1 \) split particles starting at S1, \( 0 \leq K^2(1) \leq \nu_1 \) will reach the second splitting surface (S2). Between S1 and S2 these \( K^2(1) \) split particles will accumulate the weights \( w_2(1,1), w_2(1,2), \ldots, w_2(1,K^2(1)) \). Each weight is considered as if the particle left S1 with unit weight. Therefore, the real weight of a split particle on S2 is \( w_1(1)w_2(1,i_2) \). So far, each particle reaching S1 is identified by a one-dimensional array \( (i_1 = 1) \); a progeny of that particle reaching S2 is identified by a two-dimensional array \( (1,i_2), i_2 = 1, \ldots, K^2(1) \). These progeny cross S2 at phase-space points \( \bar{r}_{S2}(i_2) \) with weights \( w_2(1,i_2) \). The following definitions apply to that part of the total event, where

\[
X g_2[\bar{r}_{S2}(i_2)] f_2[w_2(1,i_2), \bar{r}_{S2}(i_2)] \times \ldots \times g_2[\bar{r}_{S2}(i_{K^2(1)})] \times f_2[w_2(1,K^2(1)), \bar{r}_{S2}(i_{K^2(1)})] = \left[ \frac{v_1}{K^2(1)} \right] P_{K^2(1)}[\bar{r}_{S2}(1) - P_2(\bar{r}_{S1})]^{[v_1 - K^2(1)]} \]

\[
\times \prod_{i_2=1}^{K^2(1)} g_2[\bar{r}_{S2}(i_2)] f_2[w_2(1,i_2), \bar{r}_{S2}(i_2)]
\]

where

\[
\left[ \frac{v}{K} \right] \equiv \left[ \frac{v_1}{K^2(1)} \right] = \frac{v_1!}{(v - K^2(1))!K^2(1)!}.
\]

Following the same line of thought, each particle \((1,i_2)\) is split on S2 into \( \nu_2 \) particles, from which only \( K^d(1,i_2) \) reach the detector and contribute \( w_2(1,i_2,i_d), i_d = 1, \ldots, K^d(1,i_2) \). Each particle is identified now by a three-dimensional vector \((1,i_2,i_d)\), uniquely defining that particle as the \( i_d \)-th progeny of the particle \((1,i_2)\), which is the \( i_2 \)-th progeny of \((1)\). The weight \( w(1,i_2,i_d) \) is accumulated assuming unit weight on S2, so that the total contribution to \( D \) from a given branch \((1)\), \((1,i_2)\), \((1,i_2,i_d)\) is \( w_1(1)w_2(1,i_2)w_2(1,i_2,i_d) \) (Fig. 2). The following definitions are introduced, where

\[
P_d[\bar{r}_{S2}(i_2)] = \text{probability of a particle emitted from } \bar{r}_{S2}(i_2) \text{ on S2 reaching the detector region}
\]

\[
f_d[w_d(1,i_2,i_d)] = \text{conditional pdf for a particle reaching the detector to contribute a weight } w_d(1,i_2,i_d), \text{ having left surface S2 with unit weight.}
\]

The probability density of the third and last part of the single history is

\[
\left[ \frac{\nu_2}{K^d(1,i_2)} \right] P_{K^d(1,i_2)}[\bar{r}_{S2}(i_2)] \times \prod_{i_d=1}^{K^d(1,i_2)} f_d[w_d(1,i_2,i_d)]
\]

The contribution of a single independent event may now be written as

\[
\eta = \frac{w_1(1)}{v_1} \left( \frac{w_2(1,1)}{\nu_2} \ldots \frac{w_d(1,1)}{v_d} \ldots \right) + \ldots + \frac{w_2(1,2)}{\nu_2} \ldots \frac{w_d(1,2,K^d(1,1))}{v_d} \ldots + \ldots + \left( \frac{w_2(1,K^2(1))}{\nu_2} \ldots \frac{w_d(1,K^2(1),K^d(1,K^2(1)))}{v_d} \ldots \right)
\]

With the above definitions, the pdf of the partial event between S1 and S2 can be written as

\[
\left[ \frac{\nu_1}{K^2(1)} \right] P_{K^2(1)}[\bar{r}_{S1}] \times \prod_{i_2=1}^{K^2(1)} g_2[\bar{r}_{S2}(i_2)] f_2[w_2(1,i_2), \bar{r}_{S2}(i_2)]
\]
\[ \rho(\eta) = P_1 \times g_1(\bar{P}_S) \sum_{l_2=1}^{K^2(1)} \frac{\nu_1}{K^2(1)} \frac{w_1(1)}{\nu_1} \frac{K^d(l_2)}{K^2(1)} \frac{w_2(l_2)}{\nu_2} \cdot w_d(l_1, l_2, l_d) \]

\[ \sum_{l_2=1}^{K^2(1)} \frac{K^d(l_2)}{K^2(1)} \frac{w_1(1)w_2(l_2)w_d(l_1, l_2, l_d)}{\nu_1\nu_2} . \tag{22} \]

The probability density of such an event is given by

\[ \rho(\eta) = P_1 \times g_1(\bar{P}_S) \sum_{l_2=1}^{K^2(1)} \left[ \frac{\nu_1}{K^2(1)} \right] p_2^{K^2(1)}(\bar{P}_S) \]

\[ \times \left[ 1 - P_d(\bar{P}_S) \right]^{[\nu_1 - K^2(1)]} \]

\[ \times \prod_{l_2=1}^{K^2(1)} \left[ g_2(\bar{P}_S^{1/l_2})p_2^{K^2(1)}(\bar{P}_S) \right] \]

\[ \times \frac{\nu_2}{P_2(\bar{P}_S^{1/l_2})} \frac{K^d(l_2)}{K^2(1)} \frac{w_2(l_2)}{\nu_2} \]

\[ \times \left[ 1 - P_d(\bar{P}_S^{1/l_2}) \right]^{[\nu_2 - K^d(l_2)]} \]

\[ \times \prod_{l_d=1}^{K^d(l_2)} f_d(w_d(l_1, l_2, l_d)) . \tag{23} \]

To obtain the \( r^{th} \) moment of \( \eta \), \( \eta^r \) should be multiplied by \( \rho(\eta) \); integration should be performed from zero to infinity on each weight and splitting surface \( \bar{P}_S \). Each \( j_2 \) summation should be performed over \( K^d(l_2) \) from one to \( \nu_2 \), and on \( K^2(1) \) from one to \( \nu_1 \).

To treat the first moment, we multiply \( \eta \) of Eq. (22) with \( \rho(\eta) \) of Eq. (23) and perform the averaging process described above. This can be presented as

\[ \langle \eta \rangle = \int_0^\infty \int_{\bar{P}_S} d\bar{P}_S \sum_{l_2=1}^{K^2(1)} \frac{\nu_1}{K^2(1)} p_2^{K^2(1)}(\bar{P}_S) \]

\[ \times f_1(w_1(1), \bar{P}_S) \left[ \frac{\nu_1}{K^2(1)} \right] p_2^{K^2(1)}(\bar{P}_S) \]

\[ \times \left[ 1 - P_d(\bar{P}_S) \right]^{[\nu_1 - K^2(1)]} \prod_{l_2=1}^{K^2(1)} \int_{\bar{P}_S} d\bar{P}_S \]

\[ \times \int_0^\infty \int_{\bar{P}_S} d\bar{P}_S g_2(\bar{P}_S) \]

\[ \times f_2[w_2(l_2), \bar{P}_S^{1/l_2}] \sum_{l_2=1}^{\nu_2} \left[ \frac{\nu_2}{K^d(l_2)} \frac{K^d(l_2)}{K^2(1)} \right] \]

\[ \times p_d^{K^d(l_2)}(\bar{P}_S^{1/l_2}) \]

\[ \times \left[ 1 - P_d(\bar{P}_S^{1/l_2}) \right]^{[\nu_2 - K^d(l_2)]} \prod_{l_d=1}^{K^d(l_2)} f_d(w_d(l_1, l_2, l_d)) \cdot \eta . \tag{24} \]

We first note that \( \rho(\eta) \) contains a product of the pdf's of all the partial weights in the event, whereas \( \eta \) contains a sum of terms each of which contains a product of the weights in one branch only, for example, \( w_1(1)w_2(1,3)w_d(1,3,2) \). Thus, if we multiply the product of the pdf's by \( \eta \), we get a sum of terms for which each term contains a product of a subset of the weights multiplied by their corresponding pdf's and by the rest of the pdf's without a corresponding weight.

When performing the integration over the weights, all the pdf's that are not multiplied by a corresponding weight will integrate to unity. Those multiplied by a weight will yield the average weight. Thus,

\[ K^2(1) \frac{K^d(l_2)}{K^2(1)} \]

\[ \sum_{l_2=1}^{K^2(1)} \sum_{l_d=1}^{K^d(l_2)} w_1(\bar{P}_S) w_2(\bar{P}_S^{1/l_2}) \frac{w_d(\bar{P}_S)}{\nu_1\nu_2} . \tag{25} \]

In the averages, dependence on the splitting-surface phase-space point is explicitly expressed as related to the dependence of the pdf used in averaging on that phase-space point. Because Eq. (25) does not depend on \( l_d \), it can be written as

\[ K^2(1) \frac{K^d(l_2)}{K^2(1)} \]

\[ \sum_{l_2=1}^{K^2(1)} \left( w_1(\bar{P}_S) w_2(\bar{P}_S^{1/l_2}) \right) \frac{w_d(\bar{P}_S)}{\nu_1\nu_2} K^d(l_2) . \tag{26} \]

In Eq. (24) all the terms containing \( f_1, f_2, f_d \), or the integrals over the weights, are omitted because they have been used in the averaging of expression (26).

The summation over \( K^d(l_2, j_2) \) and multiplication over \( j_2 \) now reads

\[ K^2(1) \]

\[ \sum_{l_2=1}^{K^2(1)} \sum_{j_2=1}^{K^d(l_2)} \left( g_2(\bar{P}_S^{1/l_2}) \right) \left[ \frac{\nu_2}{K^d(l_2)} \frac{K^d(l_2)}{K^2(1)} \right] \]

\[ \times \left[ 1 - P_d(\bar{P}_S^{1/l_2}) \right]^{[\nu_2 - K^d(l_2)]} \prod_{l_d=1}^{K^d(l_2)} f_d(w_d(l_1, l_2, l_d)) \cdot \eta . \tag{27} \]

We use

\[ B[K^d(l_2)] = \left[ \frac{\nu_2}{K^2(1)} \frac{K^d(l_2)}{K^2(1)} \right] \frac{w_d(\bar{P}_S)}{\nu_1\nu_2} \]

\[ \times \left[ 1 - P_d(\bar{P}_S^{1/l_2}) \right]^{[\nu_2 - K^d(l_2)]} , \tag{28} \]

to reflect the probability of having \( K^d(l_2) \) successes out of \( \nu_2 \) trials in a binomial experiment with success probability \( P_d(\bar{P}_S^{1/l_2}) \). We denote

\[ \alpha(l_2) = \left( w_1(\bar{P}_S) w_2(\bar{P}_S^{1/l_2}) \right) \frac{w_d(\bar{P}_S)}{\nu_1\nu_2} \]

With this notation, Eq. (27) can be written as

\[ K^2(1) \frac{K^d(l_2)}{K^2(1)} \]

\[ \sum_{l_2=1}^{K^2(1)} \left\{ \sum_{j_2=1}^{K^d(l_2)} g_2(\bar{P}_S^{1/l_2}) \right\} \left\{ \sum_{l_d=1}^{K^d(l_2)} B[K^d(l_2)] \right\} \]

\[ \times \alpha(l_2) . \tag{29} \]
Consider now the summation over $K^{d}(1,j_{2})$. For $j_{2} = 1$, we sum over $K^{d}(1,1)$ from zero to $\nu_{2}$; if $i_{2} \neq 1$, the summation is done over $B[K^{d}(1,1)]$ in the product and yields unity (sum of binomial probabilities with any number of successes). Thus, for every $j_{2} \neq 1$, the summation yields unity in the product, independent of $\bar{p}_{S_{2}}(1,i_{2})$. There will be only one term for each $i_{2}$, for which $i_{2} = j_{2}$, and the summation\(^{18}\) over this term will give $P_{d}[p_{S_{2}}^{(1,i_{2})}] \cdot 2$. Thus, from Eq. (29),

$$
K^{d}(1) \sum_{i_{2}=1}^{\nu_{2}} \alpha_{2} \nu_{2} P_{d}[\bar{p}_{S_{2}}^{(1,i_{2})}] \prod_{i_{2}=1}^{K^{d}(1)} g_{2}[\bar{p}_{S_{2}}^{(1,i_{2})}] . \quad (30)
$$

Using Eq. (24), we integrate over all $\bar{p}_{S_{2}}^{(1,i_{2})}$. When $j_{2} \neq 1$, every term in the product integrates to unity. When $j_{2} = i_{2}$, we average over the second splitting surface and obtain

$$
\frac{1}{\nu_{1} \nu_{2}} \sum_{i_{2}=1}^{K^{d}(1)} \left[ (\langle w_{1} \bar{p}_{S_{1}} \rangle \nu_{2} \langle i_{2} \rangle \times P_{d}(S_{2}(w_{d})) \right] = \frac{K^{d}(1)}{\nu_{1}} \langle w_{1} \bar{p}_{S_{1}} \rangle \langle i_{2} \rangle P_{d}(S_{2}(w_{d})) , \quad (31)
$$

where

$$
\langle i_{2} \rangle P_{d}(S_{2}) = \int_{S_{2}} \int_{0}^{\infty} w_{2} f_{2}(w_{2}, \bar{p}_{S_{2}}) P_{d}(\bar{p}_{S_{2}}) \bar{g}_{2}(p_{S_{2}}) \times d\omega_{2} d\bar{p}_{S_{2}} . \quad (32)
$$

Returning to Eq. (24), we have already performed the integrations over the weight and over $S_{2}$ and the summation over $K^{d}(1,i_{2})$; we are left with

\(^{18}\)Note that the multiplication over $i_{2}$ does not apply to $K^{d}(1,i_{2})$. However, for $j_{2} = i_{2}$ the summation over $K^{d}(1,i_{2})$ applies to $K^{d}(1,i_{2})$. 

Fig. 2. Example of splitting event and related parameters.
\[ \langle \eta \rangle = \int_{S_1} d\bar{\rho}_S \sum_{K^2(1)=0}^{K^2(1) \leq a_1} P_1 \cdot S_1 (\bar{\rho}_S) B[K^2(1)] K^2(1) \]
\[ \times \langle w_1 (\bar{\rho}_S) \rangle \langle w_2 \rangle \rho_d S_2 \langle w_d \rangle, \tag{33} \]

where \( B[K^2(1)] \) is the same shorthand notation used in Eq. (28), with \( \nu_1 \) and \( \nu_2 \) in \( P_1 (\bar{\rho}_S) \). The summation over \( K^2(1) \) involves only the product \( B[K^2(1)] \times K^2(1) \) and yields \( \nu_1 \times P_2 (\bar{\rho}_S) \).

Finally, we obtain
\[ \langle \eta \rangle = P_1 \langle P_2 \times w_1 \rangle S_1 \langle w_2 \rangle P_d S_2 \langle w_d \rangle \]
\[ = P_1 \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty P_2 (\bar{\rho}_S) w_1 f_1 (w_1, \bar{\rho}_S) \]
\[ \times w_2 f_2 (w_2, \bar{\rho}_S) \rho_d (\bar{\rho}_S) g_2 (\bar{\rho}_S) \]
\[ \times w_d f_d (w_d) \omega_1 \omega_2 \omega_d P_1 \rho_d S_2 \omega_d = D. \tag{34} \]

In the second moment,
\[ \eta^2 = \left[ \sum_{i_2=1}^{K^2(1)} \sum_{i_d=1}^{K^2(1)} \frac{w_1(i_2) \times w_2(i_2, i_d) \times w_d(i_2, i_d)}{\nu_1 \nu_2} \right]^2 \tag{35} \]

We will divide \( \eta^2 \) into three terms. The first contains unmixed squares, that is, squares of contributions from the same branch particle. This term has the form
\[ \eta^2_{\text{unmixed}} = \sum_{i_2=1}^{K^2(1)} \sum_{i_d=1}^{K^2(1)} \frac{w_1(i_2) \times w_2(i_2, i_d) \times w_d(i_2, i_d)}{\nu_1 \nu_2} \tag{36} \]

Comparison of Eqs. (36) and (22) shows that when averaging \( \langle \eta \rangle \), the treatment of \( \eta^2_{\text{unmixed}} \) will follow exactly the same route as in \( \langle \eta \rangle \). It will yield the same result, with \( w_1 \) replacing \( w \) for every \( i \), and with an additional division by \( \nu_1 \nu_2 \) because \( \eta^2_{\text{unmixed}} \) contains \( (1/\nu_1 \nu_2)^2 \). Thus,
\[ \langle \eta^2_{\text{unmixed}} \rangle = \frac{P_1 (P_2 (\omega_1^2) S_1 (\omega_2^2) P_d S_2 \omega_2^2)}{\nu_1 \nu_2} = \frac{S_1^2}{\nu_1 \nu_2}. \tag{37} \]

This is the no-correlation term and, as in the one-step case, neglecting correlation between secondaries brings about a reduction in the second moment by a factor equaling the total splitting of a source particle with a detector, \( \nu_1 \nu_2 \). We expect that correlation terms will moderate this reduction and yield a finite asymptotic value for the second moment.

The next term contains products of contributions from particle branches whose tracks are identical up to surface \( S_2 \) (Fig. 2). This term can be written
\[ \eta^2_{\text{mixed}} = 2 \sum_{i_2=1}^{K^2(1)} \frac{w_1^2 (1) w_2^2 (1, i_2)}{(\nu_1 \nu_2)^2} \sum_{i_d=1}^{K^2(1)} \frac{w_d^2 (i_2, i_d)}{\nu_1 \nu_2}, \tag{38} \]

We repeat the process started at Eq. (24) with \( \eta^2 \) replacing \( \eta \). The multiplication and integration with the pdf's of the weights will now result in
\[ F(1) \]
\[ \alpha = \sum_{i_2=1}^{K^2(1)} \langle w_2^2 (\bar{\rho}_S) \rangle \langle w_2^2 \rangle (\bar{\rho}_S) \]
\[ \times w_d (i_2, i_d) \omega_d (i_2, i_d) \]
\[ \times B[K^2(1) - 1]. \tag{39} \]

Note that for \( w_d \) we obtain \( \langle w_d^2 \rangle \) and not \( \langle w_d^2 \rangle \), because the averaging is done for two independent, differently distributed random variables \( w_d (i_2, i_d) \) and \( w_d (i_2, i_d) \) \( (i_d \neq i_d) \). We may now repeat the process of Eqs. (27) and (28) and through the same process reach the parallel of Eq. (29) that will now be
\[ a_2 = \sum_{i_2=1}^{K^2(1)} \alpha_{S_2} (i_2, i_d) \sum_{i_d=1}^{K^2(1)} \frac{\omega_2 (i_d)}{\nu_1 \nu_2} \]
\[ \times B[K^2(1) - 1 - K^2(1) - 1] \tag{40} \]

with
\[ \alpha_{S_2} (i_2, i_d) = \langle w_2^2 (\bar{\rho}_S) \rangle \langle w_2^2 \rangle (\bar{\rho}_S) \omega_d^2 / (\nu_1 \nu_2)^2, \tag{41} \]

and \( K^2(K^2 - 1) \) replacing \( K^2 \) of Eq. (29). Using the same arguments leading to Eqs. (30), we obtain
\[ a_2 = \sum_{i_2=1}^{K^2(1)} \alpha_{S_2} (i_2, i_d) \frac{\omega_2 (i_d)}{\nu_1 \nu_2} \]
\[ \times B[K^2(1) - 1 - K^2(1) - 1] \tag{42} \]

By integrating \( a_2 \) over \( \omega^2 (\bar{\rho}_S) \), \( j_d = 1, \ldots, K^2(1) \), we obtain
\[ K^2(1) \]
\[ a_2 = \sum_{i_2=1}^{\nu_2 (\bar{\rho}_S) - 1} \omega_d^2 / (\nu_1 \nu_2)^2 \]
\[ = \frac{(\nu_2 - 1)}{\nu_2^2} \omega_d \]
\[ \langle w_2^2 \rangle \omega_d \tag{43} \]

By reinserting \( a_3 \) into the remainder of the averaging process, we obtain the analog of Eq. (33), with
\[ \frac{(\nu_2 - 1)}{\nu_2^2} \omega_d \]

replacing
\[ \frac{\langle w_2^2 \rangle}{\nu_1} \omega_d \]
The summation over $K^2(1)$ and integration over $\mathcal{P}_{S1}$ are now identical to those of Eqs. (33) and (34), and we finally obtain

$$\langle \eta^2 \rangle_S = \frac{P_1(\mathcal{P}_2 \times \langle w_1^2 \rangle_{21} \langle w_2^2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \nu_2 - 1)}{\nu_1 \nu_2}$$

(44)

Comparison of Eqs. (44) and (37) indicates that (a) introduction of correlations from surface $S2$ eliminates the $1/\nu_2$ dependence and, at the same time, (b) the coefficient of that correlation term is smaller by approximately a factor $P_2$. The same phenomenon was observed in the one-surface case. Thus, at small values of $\nu_1, \nu_2$, the uncorrelated term dominates; at large values of $\nu_1, \nu_2$, it approaches zero and the correlated terms dominate.

The third and last term of $\eta^2$ consists of products of contributions from particles whose tracks are identical only up to $S1$. A pattern develops in which taking the correlation to $S1$ will eliminate the $1/\nu_1$ dependence, while also reducing the coefficient by a factor $\approx P_2$. This term has the form

$$\eta^2_S = \frac{2}{\nu_1 \nu_2^2} \sum_{i_2=1}^{K^2(1)-1} \sum_{i_2^2 i_2^1} \alpha_{S1}(i_2, i_2^1) \mathcal{P}_{S1} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \nu_2$$

(45)

We repeat the process of averaging indicated by Eq. (24), integrating $\eta^2_S$ with the weights of pdf's:

$$b_1 = \frac{2}{\nu_1 \nu_2^2} \sum_{i_2=1}^{K^2(1)-1} \sum_{i_2^2 i_2^1} \alpha_{S1}(i_2, i_2^1) \frac{\langle \mathcal{P}_{S1} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \rangle}{\nu_1 \nu_2^2} \mathcal{P}_{S1} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \nu_2$$

(46)

Summing this expression over $K^2(1)$ and taking a product over $i_2$ as in Eq. (29),

$$b_2 = \frac{2}{\nu_1 \nu_2^2} \sum_{i_2=1}^{K^2(1)-1} \sum_{i_2^2 i_2^1} \alpha_{S1}(i_2, i_2^1) \mathcal{P}_{S1} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \nu_2$$

(47)

Unlike Eq. (29), here, when the summation is done over $K^2(1)$, there will be two terms for which $i_2 = i_2^1$ and $i_2 = i_2^2$. Therefore, the result of the sum for each product over $i_2$ is $\nu_2 \mathcal{P}_{S2} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2$.

By integrating $b_2$ over all $\mathcal{P}_{S2}$'s,

$$b_3 = \langle \mathcal{P}_{S1} \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \mathcal{P}_{S2}^2 \langle w_2 \rangle_{22}^2 \rangle \mathcal{P}_{S2}$$

(48)

and as in Eq. (33),

$$\langle \eta^2 \rangle_S = \int \mathcal{P}_{S1} \sum_{K^2(1)=0} \nu_1 \nu_2 P_1 G_1 \mathcal{P}_{S1} \mathcal{B}[K^2(1)] b_3$$

(49)

Thus, we can now write the second moment for two-surface splitting as

$$\langle \eta^2 \rangle = \mathcal{S}_2^2(\nu_1, \nu_2) = \langle \eta^2 \rangle_{\text{unmixed}} + \langle \eta^2 \rangle_{\text{mixed}} + \langle \eta^2 \rangle_{\text{corr}}$$

(50)

where $c_2$ and $c_1$ can be deduced easily from Eqs. (44) and (49). In the point-surface approximation, assuming that $P_2, P_3, \mathcal{P}_{S}$, and the pdf's of the weights are independent of the point on the surface, then

$$\langle \eta^2 \rangle \approx \frac{\mathcal{S}_2^2}{\nu_1 \nu_2} + \frac{P_1 P_2 \mathcal{S}_2^2 \langle w_1 \rangle_{21} \langle w_2 \rangle_{22} \langle w_2 \rangle_{22}^2 (\nu_2 - 1)}{\nu_1 \nu_2}$$

(51)

Taking the correlation back to $S1$ resulted in reduction of the $1/\nu_1$ dependence to an asymptotic value of $c_1$ smaller than $c_2$ by approximately a factor of $P_2$.

In the above model, we assume that the pdf's of the weights depend only on the point at which the particle branch crosses the surface. Thus, $f_2(w_2)$ depends on $\mathcal{P}_{S2}^{(1/2)}$ only. Then $f_2(w_2^{1/2} \mathcal{P}_{S1}^{1/2})$ must be some average over the surface $S1$, or $f_2$ is also dependent on the crossing point at $S1$ and $f_2$ of $w_2 \mathcal{P}_{S2} \mathcal{P}_{S1}$. In the same way, $f_1(\mathcal{P}_{S1}^{1/2})$ is either an average over $S2$ (and a nontrivial average), or it depends on $\mathcal{P}_{S2}^{(1/2)}$. Taking the more elaborate dependence into account, however, will not alter Eq. (51), but merely change the form of the coefficients $c_1$ and $c_2$ so that the averaging over $S1$ and $S2$ cannot be separated. For example, $c_1$ of Eq. (49) will become $P_1 \langle \mathcal{P}_{S1} \rangle_{21} \langle w_2 \rangle_{22} \langle w_2 \rangle_{22}^2 \mathcal{P}_{S2} \mathcal{S}_2$. The same approach applies to the more general $n$-surface case.
The calculation of $c_2$ and $c_1$ in the course of a Monte Carlo run is prohibitively difficult because averaging must be performed over the $g_1(\vec{p}_S)$'s. However, $c_2$ and $c_1$ can be estimated from Eq. (51), where all the quantities are "bulk properties" that are easier to calculate than $D$ itself. Therefore, $S_2' \equiv S_2(\nu_1, \nu_2)/S_1' \equiv r_2(\nu_1, \nu_2)$ gives us

$$r_2(\nu_1, \nu_2) = \frac{1}{\nu_1 \nu_2} + \frac{d_2(\nu_2 - 1)}{\nu_1 \nu_2} + \frac{d_1(\nu_1 - 1)}{\nu_1} \quad (52)$$

In the point-surface approximation

$$S_1' = P_1 \frac{P_2 P_d \langle w_1^2 \rangle \langle w_2 \rangle \langle w_2^2 \rangle}{\langle w_1 \rangle},$$

resulting in

$$d_1 = P_2 P_d \frac{\langle w_1^2 \rangle \langle w_2 \rangle}{\langle w_1 \rangle} \quad (53a)$$

and

$$d_2 = P_d \frac{\langle w_2 \rangle^2}{\langle w_2 \rangle} \quad (53b)$$

We realize that if two values of $r_2(\nu_1, \nu_2)$ are known, then $d_1$ and $d_2$ can be calculated by using three initial batches for three different pairs of $(\nu_1, \nu_2)$. However, after the first batch, $d_1$ and $d_2$ can be estimated from Eq. (53) by using quantities obtainable in the course of the run. The next two batches are already done in a near-optimum zone by use of Eq. (52). This procedure will be further demonstrated in the numerical example.

If $\tau_1$ and $\tau_2$ are the average times required to process a particle starting from $S_1$ and $S_2$, respectively, the time to process $N$ source particles will be

$$T(\nu_1, \nu_2) = N\tau + N\tau_1(\nu_1 - 1) + N\tau_2(\nu_2 - 1) \quad (54)$$

and the time ratio will be

$$T(\nu_1, \nu_2) = \frac{T(\nu_1, \nu_2)}{T(1, 1)}$$

$$= \left[ 1 + \gamma_1(\nu_1 - 1) + \gamma_2(\nu_2 - 1) \right],$$

where

$$\gamma_1 = \left\langle P_1 P_2 \beta_1 \beta_1 \right\rangle = \frac{\nu_1 - 1}{\nu_1} \quad (55)$$

Both $\gamma_1$ and $\gamma_2$ can also be estimated easily from the times obtained in the same three batches that are used for $d_1$ and $d_2$.

Finally, the functional expression of the benefit factor is given by

$$B_2(\nu_1, \nu_2) = r_2(\nu_1, \nu_2) T(\nu_1, \nu_2)$$

$$= \left[ \frac{1}{\nu_1 \nu_2} + \frac{d_2(\nu_2 - 1)}{\nu_1 \nu_2} + \frac{d_1(\nu_1 - 1)}{\nu_1} \right] \times \left[ 1 + \gamma_1(\nu_1 - 1) + \gamma_2(\nu_2 - 1) \right].$$

IV. n-SURFACE SPLITTING

Following the conventions of the preceding section, we now adopt the following notations and definitions:

$$\nu_m(1, i_1, \ldots, i_m) = \text{additional weight accumulated by the particle reaching } S_m, \text{ assuming that the particle left surface } S_{m-1} \text{ with unit weight}$$

$$f_m(w_m(1, \ldots, i_m), \vec{P}(\nu_1, \ldots, \nu_m)) = \text{conditional pdf where } \vec{P}(\nu_1, \ldots, \nu_m) \text{ is the phase-space point at which the particle crosses } S_m$$

$$P_m(\vec{P}_S(m-1)) = \text{probability of a particle generated at } \vec{P}_S(m-1) \text{ to cross surface } S_m$$

$$g_m(\vec{P}_S m) = \text{conditional distribution of a particle to cross surface } S_m \text{ at } \vec{P}_S.$$

As stated before, the index addressing the particles that reach the detector region is $i_d$. With the above definitions, which are extensions of the definitions of the preceding section, we can write the contribution, or score, of a single independent source particle history with $n$ splitting surfaces and with $\nu_m$ splitting on $S_m$ as

$$\eta = \sum_{i_2=1}^{K^2(1)} \sum_{i_3=1}^{K^2 \left( 1, i_2 \right)} \cdots \sum_{i_n=1}^{K^2(1, i_2, i_3, \ldots, i_n-1)} \sum_{i_d=1}^{K^2 \left( 1, i_2, i_3, \ldots, i_n \right)}$$

$$= \left( \frac{w_1(1) w_2(1, i_3) w_3(1, i_2, i_3) \ldots w_n(1, i_2, \ldots, i_n, i_d)}{\nu_1 \nu_2 \nu_3 \ldots \nu_n} \right)$$

The pdf of the above contribution, though lengthy, is merely an extension of Eq. (23) and can be written as
\[
\rho(\eta) = P_4 g_4 (\bar{p}_S) \times f_1 (w_1 (1), \bar{p}_S) \left[ \frac{\nu_1}{K^2(1)} \right] p_2^{K^2(1)} (\bar{p}_S) [1 - P_2 (\bar{p}_S)] [\nu_1 - K^2(1)] \times K^2(1) \\
\times \prod_{i_2 = 1}^{K^2(1)} g_2 (\bar{p}_{S2} (1, i_2)) \times f_2 (w_2 (1, i_2), \bar{p}_{S2} (1, i_2)) \left[ \frac{\nu_2}{K^3(1, i_2)} \right] p_3^{K^3(1, i_2)} (\bar{p}_{S2}) [\nu_1 - K^2(1)] \\
\times [1 - P_3 (\bar{p}_{S2} (1, i_2))] [\nu_2 - K^3(1, i_2)] \times \prod_{i_3 = 1}^{K^3(1, i_2)} g_3 (\bar{p}_{S3} (1, i_3, i_2)) \\
\times f_3 (w_3 (1, i_2, i_3), \bar{p}_{S3} (1, i_2, i_3)) \times \left[ \frac{\nu_3}{K^4(1, i_2, i_3)} \right] p_4^{K^4(1, i_2, i_3)} (\bar{p}_{S3}) [\nu_1 - K^2(1)] \\
\times [1 - P_4 (\bar{p}_{S3} (1, i_2, i_3))] [\nu_3 - K^4(1, i_2, i_3)] \times K^4(1, i_2, i_3) \prod_{i_4 = 1}^{K^4(1, i_2, i_3)} f_{K^4 - 1} [w_{K^4 - 1} (1, i_2, i_3, i_4)] \\
\times \prod_{i_n = 1}^{K^4(1, i_2, i_3)} g_n (\bar{p}_{S_n} (1, \ldots, i_n)) \times f_n (w_n (1, \ldots, i_n), \bar{p}_{S_n} (1, \ldots, i_n)) \times \left[ \frac{\nu_n}{K^n(1, \ldots, i_n)} \right] p_n^{K^n(1, \ldots, i_n)} (\bar{p}_{S_n}) [1 - P_n (\bar{p}_{S_n})] [\nu_1 - K^2(1)] \\
\times \prod_{i_d = 1}^{K^n(1, \ldots, i_n)} f_d (w_d (1, \ldots, i_n, i_d)) \\
= P_4 g_4 (\bar{p}_S) f_1 (w_1 (1), \bar{p}_S) \left[ \frac{\nu_1}{K^2(1)} \right] p_2^{K^2(1)} (\bar{p}_S) [1 - P_2 (\bar{p}_S)] [\nu_1 - K^2(1)] \\
\times \prod_{i_2 = 1}^{K^2(1)} g_2 (\bar{p}_{S2} (1, i_2)) \times f_2 (w_2 (1, i_2), \bar{p}_{S2} (1, i_2)) \left[ \frac{\nu_2}{K^3(1, i_2)} \right] p_3^{K^3(1, i_2)} (\bar{p}_{S2}) [\nu_1 - K^2(1)] \\
\times [1 - P_3 (\bar{p}_{S2} (1, i_2))] [\nu_2 - K^3(1, i_2)] \times \prod_{i_3 = 1}^{K^3(1, i_2)} g_3 (\bar{p}_{S3} (1, i_3, i_2)) \\
\times f_3 (w_3 (1, i_2, i_3), \bar{p}_{S3} (1, i_2, i_3)) \times \left[ \frac{\nu_3}{K^4(1, i_2, i_3)} \right] p_4^{K^4(1, i_2, i_3)} (\bar{p}_{S3}) [\nu_1 - K^2(1)] \\
\times [1 - P_4 (\bar{p}_{S3} (1, i_2, i_3))] [\nu_3 - K^4(1, i_2, i_3)] \times K^4(1, i_2, i_3) \prod_{i_4 = 1}^{K^4(1, i_2, i_3)} f_{K^4 - 1} [w_{K^4 - 1} (1, i_2, i_3, i_4)] \\
\times \prod_{i_n = 1}^{K^4(1, i_2, i_3)} g_n (\bar{p}_{S_n} (1, \ldots, i_n)) \times f_n (w_n (1, \ldots, i_n), \bar{p}_{S_n} (1, \ldots, i_n)) \times \left[ \frac{\nu_n}{K^n(1, \ldots, i_n)} \right] p_n^{K^n(1, \ldots, i_n)} (\bar{p}_{S_n}) [1 - P_n (\bar{p}_{S_n})] [\nu_1 - K^2(1)] \\
\times \prod_{i_d = 1}^{K^n(1, \ldots, i_n)} f_d (w_d (1, \ldots, i_n, i_d)) , \quad n + 1 \equiv d .
\]

We adopt the shorthand notation

\[
B[K^l(1, \ldots, i_{l-1})] = \left[ \frac{\nu_{l-1}}{K^l(1, \ldots, i_{l-1})} \right] p_{K^l(1, \ldots, i_{l-1})} (\bar{p}_{S(l-1)}) \times [1 - P_{l-1} (\bar{p}_{S(l-1)})] [\nu_{l-1} - K^{l+1}(1, \ldots, i_l)],
\]

which is the probability that of \(\nu_{l-1}\) particles emitted at \(\bar{p}_{S(l-1)}(1, \ldots, i_{l-1})\), exactly \(K^l(1, \ldots, i_{l-1})\) particles will reach surface \(S_l\).

We recall the useful relations

\[
\sum_{K^l(1, \ldots, i_{l-1})=0}^{\nu_{l-1}} B[K^l(1, \ldots, i_{l-1})] = 1
\]

(58a)
and

\[ B[K^{l}(1, \ldots, l_{l-1})]K^{l}(1, \ldots, l_{l-1}) \nu_{l-1} P_{\{\tilde{P}_{S[l]}^{1, \ldots, l_{l-1}}\}} = \nu_{l-1} P_{\{\tilde{P}_{S[l]}^{1, \ldots, l_{l-1}}\}} \]

(58b)

and

\[ B[K^{l}(1, \ldots, l_{l-1})]K^{l}(1, \ldots, l_{l-1}) [K^{l}(1, \ldots, l_{l-1}) - 1] = \nu_{l-1} (\nu_{l-1} - 1) P_{\{\tilde{P}_{S[l]}^{1, \ldots, l_{l-1}}\}} \]

(58c)

We skip the derivation of the first moment, which is identical to the derivation of the no-correlation term of the second moment and can thus easily be repeated, and look directly at the second moment. The \( \eta^2 \) can be subdivided into partial sums so that the first sum contains squares of contributions from the same particle's track (or branch); this \( \eta^2 \) will lead to the uncorrelated term. The second partial sum contains products of contributions from particles whose tracks are identical up to (and only up to) the \( n \)th surface, \( \eta^2_{Sn} \). In this part, the 1/\( \nu_n \) dependence will be removed. In general, \( \eta^2_{Sn} \) is the partial sum containing products of contributions from particles whose tracks are identical up to the \( l \)th surface (\( Sl \)).

Let us start with \( \eta^2 \text{unmixed} \). This process of averaging extends that discussed in Sec. III and contains (a) integration over all the weights, for all possible arrangement of indices, (b) integration over all surface phase-space points, and (c) summation over every \( K^{l}(1, \ldots, l_{l-1}) \) for every set \( (1, \ldots, l_{l-1}) \) from 1 to \( \nu_{l-1} \). This averaging process is expressed in the form

\[
\langle \rho(\eta) \cdot X \rangle = \int_{S_{1}} d\bar{P}_{S_{1}} \int_{0}^{\infty} dw_{1}(1) P_{s_{1}} \tilde{g}_{1}[(\bar{P}_{S_{1}})_{1}] \nu_{1} \sum_{K^{l}(1)} \left[ \frac{\nu_{1}}{K^{l}(1)} \right] P_{\{\tilde{P}_{S[l]}^{1, \ldots, l_{l-1}}\}} \left[ 1 - P_{2}(\bar{P}_{S_{1}}) \right]^{\nu_{1} - K^{l}(1)}
\]

\[
\times \prod_{l=2}^{n} \left\{ \int_{S_{l}} d\bar{P}_{S_{l}} \int_{0}^{\infty} dw_{l}(1, \ldots, l_{l}) \tilde{g}_{l}[(\bar{P}_{S_{l}})_{1, \ldots, l_{l-1}}] \nu_{l} \right. \sum_{K^{l+1}(l_{l}, \ldots, l_{l-1})} p_{l+1}^{K^{l+1}(l_{l}, \ldots, l_{l-1})} \left[ \bar{P}_{S[l]}^{1, \ldots, l_{l-1}} \right]
\]

\[
\times f_{l}[(\bar{P}_{S_{l}})_{1, \ldots, l_{l}}] \left[ \nu_{l} - K^{l+1}(1, \ldots, l_{l}) \right] K^{l+1}(1, \ldots, l_{l}) \int_{0}^{\infty} dw_{d}(1, \ldots, l_{d})
\]

\[
\times f_{d}[(w_{d}(1, \ldots, l_{d})) \cdot X] \left\} , \quad n + 1 \equiv d \right.,
\]

(59)

where the products over the \( j \)'s are those appearing in \( \rho(\eta) \) and \( X \) is any quantity to be averaged with \( \rho(\eta) \).

Then, \( \eta^2 \text{unmixed} \) is given by

\[
\eta^2 \text{unmixed} = \sum_{l_{1}=1}^{K^{l_{1}}(1, l_{1})} \cdots \sum_{l_{n}=1}^{K^{l_{n}}(1, l_{n})} \left[ \frac{\nu_{1}(1, \ldots, l_{n})}{\nu_{1} \cdots \nu_{n}} \right] \left[ w_{1}(1) \cdots w_{d}(1, \ldots, l_{d}) \right]^{2}.
\]

In Eq. (59) we have the product of all the pdf's of the various weights. We first apply the integration over the weights on \( \eta^2 \text{unmixed} \) and obtain

\[
a_{1} = \sum_{l_{1}=1}^{K^{l_{1}}(1, l_{1})} \cdots \sum_{l_{n}=1}^{K^{l_{n}}(1, l_{n})} \frac{\nu_{1}(1, \ldots, l_{n})}{\nu_{1} \cdots \nu_{n}} \left[ w_{1}(1) \cdots w_{d}(1, \ldots, l_{d}) \right]^{2} K^{d}(1, l_{1}, \ldots, l_{n})
\]

By inserting \( a_{1} \) into Eq. (59) where the integration over the weights was already performed, we execute the product over \( J_{n} \) and the summation over \( K^{d}(1, \ldots, l_{n}) \). Summing over \( K^{d}(1, \ldots, l_{n}) \), Eq. (57a) will apply for all \( j_{n} \neq j_{n} \). We find \( \nu_{n} \times P_{d}[\tilde{P}_{Sn}^{1, \ldots, l_{n}}] \) only for \( (1, \ldots, l_{n}) = (1, \ldots, l_{n}) \) by using Eq. (57b). We integrate over \( \tilde{P}_{Sn}^{1, \ldots, l_{n}} \) again, obtaining unity for the product over \( j_{n} \) because the integration is done over normalized \( g_{n} \), except for \( (1, \ldots, l_{n}) \equiv (1, \ldots, l_{n}) \), where we obtain \( \langle w_{d}^{2} \rangle P_{d}/\tilde{P}_{Sn} \). At this stage, the product over \( j_{n} \) is concluded and because nothing depends on \( j_{n} \),
\[
\begin{align*}
 a_2 &= \sum_{i_2=1}^{K_2(1)} \ldots \sum_{i_{n-2}=1}^{K^{n-2}(1, \ldots, i_{n-2})} \\
 &\times \left\langle \langle w_2^1(P_{S1}) \rangle \langle w_2^1(P_{S2}) \rangle \ldots \langle w_n^1(P_d) \rangle \right\rangle_{S_{n-1}} \\
 &\times \langle w_n^2(P_{S1}) \rangle \langle w_n^2(P_{S2}) \rangle \ldots \langle w_n^2(P_{Sn}) \rangle \\
 &\times K^{n}(1, \ldots, i_{n-1}) \langle w_n^2 \rangle.
\end{align*}
\]

The \( a_2 \) is calculated by Eq. (59), with index \( l \) ranging from 2 to \( n - 1 \).

On \( a_2 \) we now apply the multiplication over \( j_{n-1} \) with the corresponding summation over \( K^{n}(1,2, \ldots, j_{n-1}) \) and integration over \( P_{S(n-1)} \). The sum over \( K^{n}(1, \ldots, j_{n-1}) \) with \( B[K^{n}(1, \ldots, j_{n-1})] \) will yield unity [Eq. (57a)]; except for the case where \( (1, \ldots, j_{n-1}) = (1, \ldots, i_{n-1}) \), which gives \( \nu_{n-1} \times P_{n}[P_{S(n-1)}] \). Integration over \( P_{S(n-1)} \) yields unity; again, except for \((1, \ldots, j_{n-1}) = (1, \ldots, i_{n-1}) \) where we get \( \langle \langle w_n^2 \rangle \rangle_{S_{n-1}} \). Thus,

\[
\begin{align*}
 a_3 &= \sum_{i_2=1}^{K_2(1)} \ldots \sum_{i_{n-2}=1}^{K^{n-2}(1, \ldots, i_{n-2})} \\
 &\times \left\langle \langle w_2^1(P_{S1}) \rangle \langle w_2^1(P_{S2}) \rangle \ldots \langle w_n^1(P_d) \rangle \right\rangle_{S_{n-1}} \\
 &\times \langle w_n^2(P_{S1}) \rangle \langle w_n^2(P_{S2}) \rangle \ldots \langle w_n^2(P_{Sn}) \rangle \\
 &\times K^{n}(1, \ldots, i_{n-1}) \langle w_n^2 \rangle.
\end{align*}
\]

This process repeats, reversing in \( j_l \); at each stage, the product over \( j_l \), with the summation over \( K^{l+1}(1,2, \ldots, j_{l+1}) \) and integration over \( P_{S(l)} \), yields \( \langle w_l^2(P_{S(l)}) \rangle \) to become \( \langle w_l^2 \rangle \) and leave no dependence on \( j_l \). After executing the product over any \( j_l \), we can execute the product over \( j_{l-1} \) with corresponding summation over \( K^l \) and integration over \( P_{S(l-1)} \), applied to

\[
\begin{align*}
 a_{n-l+1} &= \sum_{i_2=1}^{K_2(1)} \ldots \sum_{i_{l-1}=1}^{K^{l-2}(1, \ldots, i_{l-2})} \\
 &\times \langle w_l^2(P_{S1}) \rangle \langle w_l^2(P_{S2}) \rangle \ldots \langle w_l^2(P_{Sn}) \rangle \\
 &\times \langle w_n^2 \rangle.
\end{align*}
\]

Recall that \( a_{n-l+1} \) describes the propagation of the average as \( j_l \) reverses toward \( j_1 \). Putting \( l = 1 \) into Eq. (60), we immediately obtain the required average:

\[
\begin{align*}
 a_n &= \langle \eta^2_{\text{unmixed}} \rangle = \frac{P_1 \langle \langle w_1^2 \rangle \rangle_{P_{S1}} \ldots \langle \langle w_n^2 \rangle \rangle_{P_{Sn}}}{\nu_1 \nu_2 \ldots \nu_n} \\
 &= \frac{S_1^2}{\nu_1 \ldots \nu_n}.
\end{align*}
\]

We see that the unmixed term gives the expected \( 1/\nu_1 \ldots \nu_n \) dependence. The correlation terms reduce that dependence until particles of common track only up to \( S_1 \) are considered and yield an asymptotic constant as \( \nu_1 \ldots \nu_n \) increases.

The term \( \eta^2_{SI}(l = 1, \ldots, n) \) contains products of contributions from particles whose track is identical up to and only up to the \( l \)th stage in the splitting surface. Thus

\[
\begin{align*}
 \eta^2_{SI} &= 2 \sum_{i_2=1}^{K_2(1)} \ldots \sum_{i_{l-1}=1}^{K^{l-1}(1, \ldots, i_{l-2})} \\
 &\times \sum_{i_{l+1}=1}^{K^{l+1}(1, \ldots, i_{l})} \ldots \sum_{i_n=1}^{K^{n}(1, \ldots, i_{n-1})} \\
 &\times \left\langle w_2^1(1) \ldots w_l^1(1, \ldots, i_{l}) \right\rangle \\
 &\times \left\langle w_{l+1}(1, \ldots, i_{l+1}) \right\rangle \\
 &\times \left\langle w_{l+2}(1, \ldots, i_{l+1}, i_{l+2}) \right\rangle \\
 &\times \ldots \times \left\langle w_{n}(1, \ldots, i_{n}) \right\rangle \\
 &\times \nu_1 \ldots \nu_n.
\end{align*}
\]

We now substitute Eq. (62) into the averaging process of Eq. (59), and follow a process similar to that used for \( \eta^2_{\text{unmixed}} \). The first step is integration over the pdf's of the weights. This process turns \( \eta^2_{SI} \) into

\[
\begin{align*}
 a_1 &= 2 \sum_{i_2=1}^{K_2(1)} \sum_{i_3=1}^{K^{n}(1, \ldots, i_{n-1})} \\
 &\times \left\langle \langle w_2^1(P_{S1}) \rangle \right\rangle \ldots \left\langle \langle w_n^1(P_{Sn}) \rangle \right\rangle \\
 &\times \langle w_2^2(P_{SI}) \rangle \langle w_3^2(P_{SI}) \rangle \ldots \langle w_n^2(P_{Sn}) \rangle.
\end{align*}
\]
This expression does not depend on \( i_d \) or \( \tilde{i}_d \), so it can be written as

\[
a_1 = 2 \sum_{i_2 = 1}^{K^2(1)} \sum_{i_1 = 1}^{K^1(1 \ldots i_2-1)} \sum_{i_{j+1} = 1}^{K^{j+1}(i_1 \ldots i_{j+1})} \sum_{i_{n-1} = 1}^{K^{n-1}(1 \ldots i_{n-1})} \sum_{i_n = 1}^{K^n(1 \ldots i_{n-1} \ldots i_n \ldots i_{n identical to} \sum_{i_n = 1}^{K^n(1 \ldots i_{n-1})} (\nu_1 \ldots \nu_n)^2.}
\]

As before, we apply on \( a_1 \) the product over \( i_n \), with the summation over \( K^d(1 \ldots i_n) \) and integration over the \( n \)th splitting surface phase-space points. In the summation over \( K^d(1, i_2, \ldots, i_n) \), Eq. (57a) applies except when \((1, i_2, \ldots, i_n) = (1, i_2, \ldots, i_n) \) and when \((1, i_2, \ldots, i_n) = (1, \ldots, i_2, i_{n-1}) \). Both cases will occur because \((1, i_2, \ldots, i_n) \) scans all possible branches of the random walk. From the two cases of matching indices and by using Eq. (57b), we obtain

\[
\nu_n P_d(\tilde{p}_{Sn}^{(1 \ldots i_n)}) \nu_n P_d(\tilde{p}_{Sn}^{(1 \ldots i_2 \ldots i_n) i_{n+1} \ldots (1 \ldots i_n}))
\]

Integration over \( \tilde{p}_{Sn}^{(1 \ldots i_n)} \) for every possible \((1, \ldots, i_n) \) will leave the expression independent of \( i_n \) and \( \tilde{i}_n \), and will thus result in

\[
a_2 = 2 \sum_{i_2 = 1}^{K^2(1)} \sum_{i_1 = 1}^{K^1(1 \ldots i_2-1)} \sum_{i_{j+1} = 1}^{K^{j+1}(i_1 \ldots i_{j+1})} \sum_{i_{n-2} = 1}^{K^{n-2}(1 \ldots i_{n-2})} \sum_{i_{n-1} = 1}^{K^{n-1}(1 \ldots i_{n-1} \ldots i_n \ldots i_{n-1})} \sum_{i_n = 1}^{K^n(1 \ldots i_{n-1})} \sum_{i_{n-1} = 1}^{K^{n-1}(1 \ldots i_{n-1})} (\nu_1 \ldots \nu_n)^2.
\]

Note that the \( 1/\nu_n \) dependence is removed.

This process will be repeated as we go backward in applying the product over \( i_m \), where at each stage

\[
\langle w_m(\tilde{p}_{Sn}^{(1 \ldots i_m)}) \rangle\langle w_m(\tilde{p}_{Sn}^{(1 \ldots i_m)}) \rangle
\]

is transformed into

\[
\langle w_m(\tilde{p}_{Sn}^{(1 \ldots i_m)}) \rangle\langle w_m(\tilde{p}_{Sn}^{(1 \ldots i_m)}) \rangle
\]

which eliminates the \( \nu_m^2 \) dependence. This process continues until we reach the product over \( i_{j+1} \), which is applied to

\[
a_{n-1} = 2 \sum_{i_2 = 1}^{K^2(1)} \sum_{i_1 = 1}^{K^1(1 \ldots i_2-1)} \sum_{i_{j+1} = 1}^{K^{j+1}(i_1 \ldots i_{j+1})} \sum_{i_{n-2} = 1}^{K^{n-2}(1 \ldots i_{n-2})} \sum_{i_{n-1} = 1}^{K^{n-1}(1 \ldots i_{n-1} \ldots i_n \ldots i_{n-1})} \sum_{i_n = 1}^{K^n(1 \ldots i_{n-1})} (\nu_1 \ldots \nu_n)^2.
\]

With summation over \( K^{j+1}(1 \ldots i_{j+1}) \), only two terms will not yield unity; \((1, \ldots, i_{j+1}) = (1 \ldots, i_{j+1}) \) and \((1 \ldots, i_{j+1}) = (1 \ldots, i_{j+1}) \). The final result will be independent of either \( i_{j+1} \) or \( \tilde{i}_{j+1} \); however, because the summation limits of \( i_{j+1} \) and \( \tilde{i}_{j+1} \) are different than those previously encountered,

\[
a_{n-1} = 2 \sum_{i_2 = 1}^{K^2(1)} \sum_{i_1 = 1}^{K^1(1 \ldots i_2-1)} \sum_{i_{j+1} = 1}^{K^{j+1}(i_1 \ldots i_{j+1})} \sum_{i_{n-2} = 1}^{K^{n-2}(1 \ldots i_{n-2})} \sum_{i_{n-1} = 1}^{K^{n-1}(1 \ldots i_{n-1} \ldots i_n \ldots i_{n-1})} \sum_{i_n = 1}^{K^n(1 \ldots i_{n-1})} (\nu_1 \ldots \nu_n)^2.
\]

On \( a_{n-1} \), we will apply the product over \( i_j \) with the summation over \( K^{j+1}(1 \ldots i_j) \) and integration over \( Si \). For every \( ji \) such that \((1, \ldots, i_j) \neq (1, \ldots, i_j) \), the summation over \( K^{j+1} \) will yield unity [compare with Eq. (57a)].

However, in the one instance where \((1, \ldots, i_j) = (1, \ldots, i_j) \), Eq. (57c) applies and the result will be
\[ a_{n-1} = \sum_{i_1 + 1}^{K^2(1)} \frac{1}{v_{i_1} \ldots v_{i_{n-2}}} \langle \omega_i^2(\bar{\Phi}_S^1) \rangle \]

\[ \times \langle \omega_i^2 P_{i+1}^2 \rangle_{S(i)} \ldots \langle \omega_i^2 P_{i+2}^2 \rangle_{S(n-1)} \frac{1}{v_{i_1} \ldots v_{i_{n-2}}} \left( \frac{v_{i_1} - 1}{v_{i_1}} \right) \ldots \left( \frac{v_{i_{n-2}} - 1}{v_{i_{n-2}}} \right) \]

From this stage to the final summation over \( K^2(1) \) and integration over \( \bar{\Phi}_S^1 \), the process is identical to that of \( \eta_{\text{unmixed}}^2 \), concluding

\[ a_1 = \langle \eta_{\text{S1}}^2 \rangle = P_1 \left[ \langle \omega_1^2 P_2^2 \rangle_{S1} \ldots \langle \omega_n^2 P_n^2 \rangle_{S(n-1)} \right] \]

\[ \times \frac{\langle \omega_i^2 \rangle_{P_{i+1}^2} \langle \omega_i^2 \rangle_{S(i)}}{\langle \omega_i^2 \rangle_{P_{i+2}^2} \langle \omega_i^2 \rangle_{S(n-1)}} \frac{1}{v_{i_1} \ldots v_{i_{n-1}}} \left( \frac{v_{i_1} - 1}{v_{i_1}} \right) \ldots \left( \frac{v_{i_{n-1}} - 1}{v_{i_{n-1}}} \right) \]

(see Ref. 19).

\[ (63) \]

The second moment of a general \( n \)-splitting-surface Monte Carlo scheme is given by

\[ S^2_n(\nu_1, \ldots, \nu_n) = \langle \eta_{\text{unmixed}}^2 \rangle + \sum^n_{i=1} \langle \eta_{\text{S1}}^2 \rangle, \]

(64)

where \( \langle \eta_{\text{unmixed}}^2 \rangle \) is given by Eq. (61), and \( \langle \eta_{\text{S1}}^2 \rangle \) by Eq. (63).

The general behavior expected is now confirmed.

The uncorrelated term is linear in all transfer probabilities and goes to zero as \( \nu_i \to \infty \) (\( i = 1, \ldots, n \)). The first correlated term \( (a_1) \), which accounts for correlations from the \( n \)th surface only, is bilinear in \( P_n \) only and is asymptotically constant as \( \nu_n \to \infty \):

\[ \langle \eta_{\text{S1}}^2 \rangle = P_1 \left( \prod_{i=1}^{n-1} \frac{\langle \omega_i^2 \rangle_{P_{i+1}^2} \langle \omega_i^2 \rangle_{S(i)}}{\langle \omega_i^2 \rangle_{P_{i+2}^2} \langle \omega_i^2 \rangle_{S(n-1)}} \frac{1}{v_{i_1} \ldots v_{i_{n-1}}} \left( \frac{v_{i_1} - 1}{v_{i_1}} \right) \ldots \left( \frac{v_{i_{n-1}} - 1}{v_{i_{n-1}}} \right) \right). \]

(65)

The asymptotic value of \( S^2_n(\nu_1, \ldots, \nu_n) \) is the coefficient of \( \langle \eta_{\text{S1}}^2 \rangle \) given by

\[ E_1 = P_1 \langle \omega_1^2 \rangle_{P_2^2} \langle \omega_1^2 \rangle_{S1} \prod_{i=2}^n \langle \omega_i^2 \rangle_{P_{i+1}^2} \langle \omega_i^2 \rangle_{S(i)} \]

(66)

The ratio \( S^2_n(\nu_1, \ldots, \nu_n)/S^2_1 \) will be denoted by \( r_n(\nu_1, \ldots, \nu_n) \) and can be written in the form

\[ (67) \]

\[ r_n(\nu_1, \ldots, \nu_n) \]

\[ \frac{S^2_n}{S^2_1} = \frac{1}{\nu_1 \ldots \nu_n} + \frac{d_n}{\nu_1 \ldots \nu_{n-1} \nu_n - 1} \]

\[ + \frac{d_n}{\nu_1 \ldots \nu_{n-2} \nu_{n-1} - 1} + \ldots + d_1 \frac{\nu_1 - 1}{v_1}. \]

The point-source approximation using Eqs. (63) and (61),

\[ d_i \equiv (P_{i+1}^2 P_{i+2}^2 \ldots P_n^2) \frac{\langle \omega_i^2 \rangle_{P_{i+1}^2}}{\langle \omega_i^2 \rangle_{P_{i+2}^2}} \ldots \frac{\langle \omega_i^2 \rangle_{P_n^2}}{\langle \omega_i^2 \rangle_{P_1^2}}, \]

\[ (68) \]

where \( i = 1, \ldots, n \),

\[ n + 1 \equiv d \]

\[ = \prod_{i=1}^{n+1} P_i \frac{\langle \omega_i^2 \rangle}{\langle \omega_i^2 \rangle_{P_1^2}}. \]

The time required to process \( N \) source particles can be written as

\[ T_n(\nu_1, \ldots, \nu_n) = N \tau + NP_1(\nu_1 - 1) \tau_1 \]

\[ + NP_2(\nu_1 \nu_2 - 1) \tau_2 \]

\[ + NP_3(\nu_1 \nu_2 \nu_3 - 1) \tau_3 \]

\[ \ldots + NP_{n-1}(\nu_1 \nu_2 \ldots \nu_{n-1} \nu_n - 1) \tau_n \]

\[ (69) \]

where \( \tau_i \) is the average time per secondary, starting on the \( i \)th surface. The time ratio \( T_i(\nu_1, \ldots, \nu_n) \) is

\[ T_i(\nu_1, \ldots, \nu_n) = \left[ 1 + P_i^2 \bar{\beta}(\nu_1 - 1) \right] \]

\[ + P_2(\nu_2 - 1) \bar{\beta}_2 \]

\[ \ldots + P_{n-1}(\nu_1 \nu_2 \ldots \nu_{n-2} - 1) \bar{\beta}_{n-1} \]

\[ \ldots + P_n(\nu_1 \nu_2 \ldots \nu_{n-1} - 1) \bar{\beta}_n \]

(70)

The general expression for the benefit factor is given as

\[ B_n(\nu_1, \ldots, \nu_n) = r_n(\nu_1, \ldots, \nu_n) \times T_i(\nu_1, \ldots, \nu_n). \]

(71)
The term $T_r(v_1, \ldots, v_n)$ contains $n$ unknowns ($g_i$'s). However, these unknowns can be obtained in the same $n + 1$ calculations from which the $d_i$'s are obtained.

V. NUMERICAL RESULTS

The following numerical results were obtained for four simple test problems.

V.A. Problem 1

A homogeneous cylinder of $x_{det} = 10$-cm length and 15-cm radius is considered. Four energy groups are assumed and the source is located at the $x = 0$ plane, emitting particles normally and uniformly distributed in all energy groups. The detector is the leakage current through the $x_{det} = 10$-cm-plane surface. Table I shows cross sections of the four groups with a transfer probability matrix.

Table II presents some basic numerical results obtained from the Monte Carlo runs. The splitting surface is the plane surface $x_{sp} = 5$ cm. The $P_1$ and $P_d$ are approximately two and three orders of magnitude larger than $D$; thus, their calculation is easier than that of $D$. The $P_1$ is obtained by dividing by $N_p$ the number of histories reaching the splitting surface ($N_d$) for the first time, and $P_d$ is obtained by dividing by $N_1$ the number of particles reaching the detector surface ($N_d$). Initially, the average $\langle P_d \rangle_{S_1}$ is obtained; $P_1$ and $P_d$ are by-products of the calculation, requiring negligible additional time.

Experimental estimates of $S^2$ are obtained by using the square of the PRSD for each $v$ and the experimental quality factor $[\eta_{exp} = (PRSD)^2/T]$. Filled circles in Fig. 3 represent values of the experimental variance ratio $(S_i^2/S_j^2)_{exp}$ as functions of $v$. The statistical nature of these results is illustrated by $\nu = 10$, $(S_i^2/S_j^2)_{exp} = 0.083$, well below the minimum possible value of $1/10$. The theoretical variance $r_i(v)$ ratio was calculated in two ways: (a) the point-surface (P-S) approximation (open circles) uses Eq. (18) for $d_1$. In this case, $\langle w_d \rangle = \langle w_2 \rangle = 1$ so that $d_1 = P_d$, yielding an underestimation of the variance ratio and its asymptotic value; this is a result of replacing the second moment of $P_d$ over the splitting surface by the square of the average and (b) the value $(S_i^2/S_j^2)_{exp}$ was used to calculate $d_1 = 3.663 \times 10^{-3}$ $\nu$ yielding values that closely follow the experimental results. All the results are of a statistical nature and contain large statistical errors. For $\nu = 1$ the error is 27.7% and the statistical error relevant to Fig. 3 is the fourth moment.

Figure 4 shows results for the benefit factors of the above three cases. In Eq. (17), $\beta_1$ was derived from $T_{400}/T$ (5000 histories), yielding $\beta_1 = 0.65$, and $B(v)$ was calculated from Eq. (17). While $B(v)$ derived from $d_1$ follows quite accurately $B_{d_1}(exp)$, the P-S approximation results in an overestimation of the benefit. Yet optimum $\nu_{opt}$ obtained from the P-S approximation [using Eq. (19)] from all the cases $10 < \nu < 1000$ was found to be in the range $250 < \nu_{opt} < 300$ (263 from $\nu = 10$ and 294 from $\nu = 1000$), as seen in Fig. 4. This is a near-optimum range in which the splitting is more efficient than analog Monte Carlo by a factor of $\approx 35$. An important result is that values of $\nu_{opt}$ derived from samples not larger than 10% of the samples sizes of Table II ($N_p$) were also in the range $200 < \nu_{opt} < 310$. For

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>Detector Response, $D$ + PRSD (%)</th>
<th>Source Particles Used, $N_p \times 10^3$</th>
<th>$T$ (s)</th>
<th>$P_1 \times 10^2$</th>
<th>$P_d \times 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.757 $\times 10^4 \pm 27.8%$</td>
<td>740</td>
<td>3073</td>
<td>1.845</td>
<td>9.54</td>
</tr>
<tr>
<td>50</td>
<td>2.228 $\times 10^4 \pm 6.1%$</td>
<td>740</td>
<td>1917</td>
<td>1.835</td>
<td>12.14</td>
</tr>
<tr>
<td>100</td>
<td>2.227 $\times 10^4 \pm 4.93%$</td>
<td>260</td>
<td>2421</td>
<td>1.839</td>
<td>12.11</td>
</tr>
<tr>
<td>500</td>
<td>2.080 $\times 10^4 \pm 7.72%$</td>
<td>45</td>
<td>1412</td>
<td>1.849</td>
<td>11.25</td>
</tr>
<tr>
<td>1000</td>
<td>1.742 $\times 10^4 \pm 10.9%$</td>
<td>22.5</td>
<td>1122</td>
<td>1.64</td>
<td>10.65</td>
</tr>
</tbody>
</table>

Table I

<table>
<thead>
<tr>
<th>Group</th>
<th>$\Sigma_i$ (cm$^{-1}$)</th>
<th>$\Sigma_i/\Sigma_f$</th>
<th>Into Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.2</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>0.4</td>
<td>0</td>
</tr>
</tbody>
</table>

Table II

Table of Numerical Results for Problem 1: Homogeneous Cylinder with Leakage Detector.
example, for $\nu = 10$, using 20,000 source histories (5.2% of the sample of Table II) we obtain $P_d = 7.8 \times 10^4$, $P_i = 1.93 \times 10^2$, and $\beta_i = 0.69$, yielding $\nu_{opt} = 307$. Likewise, for 2000 source histories and $\nu = 1000$, we obtain $P_d = 1.412 \times 10^3$, $P_i = 1.36 \times 10^2$, and $\beta_i = 0.68$, yielding $\nu_{opt} = 275$. In general, at small values of $\nu$, the advantage ($1/B$) increases sharply [that is, $B(\nu)$ decreases] because of the $1/\nu$ behavior of $r(\nu)$ [Eqs. (67) and (68)]. In the optimum range, the variation of $B(\nu)$ is small because it is balanced by the still-decreasing variance ratio and linearly increasing time ratio, until the variance ratio reaches the neighborhood of its asymptotic value, where $B(\nu)$ will increase linearly. This behavior is expected to be typical of one-surface cases but is not expected to extend to the general case. Strong nonlinear behavior may increase the gradients and reduce the near-optimum range as $n$ increases.

The above example suggests the following optimization algorithm. Calculation begins with any chosen value of $\nu$, for instance, $\nu = 10$, and is carried on for 20,000 histories. (The size of this batch should be chosen for reasonable accuracy of bulk parameters.) This takes about 90 of the 2500 $s$ required to get below 5% PRSD values at near optimum. The error in $D$ is then still $\approx 50\%$. Then $\nu_{opt}$ is estimated (a very short run of 1000 analog histories will suffice to estimate $\beta$), yielding $\nu_{opt} = 307$, a near-optimum value. Accordingly, $\nu$ is changed and another batch at $\nu = 307$ is used to obtain $\nu_{opt}$, based on an estimate of $d_4$. This process may be repeated using every history in the estimation of $D$. After 3.7% of the time required for an optimal 5% error calculation, we achieve satisfactory optimization improvement by a factor of $\approx 32$ relative to analog Monte Carlo and 7% away from optimum (factor 35).

V.B. Problem 2

In problem 2, a similar homogeneous cylinder with the same energy groups and cross sections and an isotropic line source along the symmetry axis of the cylinder is considered. The detector is the total
leakage current through the circular envelope of the cylinder. The 100-cm-long cylinder has a $r_{det} = 5$-cm radius. The splitting surface is the cylindrical surface at $r_{sp} = 2.5$ cm. In this case, $D = 1.988 \times 10^{-2} \pm 0.97\%$, much larger than in the previous case. This difference will result in much smaller advantage of splitting, because $P_1$ and $P_d$ are much larger (0.1306 and 0.1522, respectively). Thereby, we reach higher accuracy in comparing the variance ratio and the benefit, shown as a function of $\nu$ in Figs. 5 and 6. Both curves obtained from the P-S approximation underestimate the variance ratio and the benefit function. The P-S line is asymptotically parallel to the two other lines on a log-log scale. The estimation of $\nu_{opt}$ by the P-S approximation yields very satisfactory results ($6 \leq \nu_{opt} \leq 9$), which are well within the optimum range. All other features of small sample optimization were very similar to those of problem 1; at 3 to 5% of the total time, satisfactory values of $\nu_{opt}$ can be obtained for any starting $3 \leq \nu \leq 500$.

V.C. Problem 3

Problem 3 involves the cylindrical geometry of the first example, with normal plane source at $x = 0$ and total leakage detector at $x_{det} = 10$ cm. We now introduce two different media and apply survival biasing to the calculation. Material “a” extends from $x = 0$ to $x = 5$ cm and material “b” from $x = 5$ cm to $x = 10$ cm. The splitting surface is located at $x = 6$ cm within medium “b.” Cross-section properties of both materials are given in Tables III and IV. Four energy groups are assumed for each material.

To demonstrate convergence, we chose a very large starting value of $\nu = 2000$, and accumulated information until the PRSD of $D$ was $\sim 50\%$ ($D = 3.21 \times 10^{-2} \pm 50\%$). Then we computed the following quantities: $P_1 = 0.104$, $P_d = 0.0587$, $\langle \omega_1 \rangle = 0.5188$, $\langle \omega_d \rangle = 0.5004$, $\langle \omega_2 \rangle = 0.4979$, and $\langle \omega_3 \rangle = 0.4427$. An estimate of 0.5 was made for $\beta$. Using Eqs. (18) and (19), we obtained $\nu_{opt} = 23.15$, which required 282 s. Then $\nu$ was changed to 23 and the run continued for another 252 s. The above quantities were computed, and this time $\beta$ could be estimated from the two different batches, yielding $\beta = 0.583$. Again, $\nu_{opt}$ was estimated from the P-S approximation yielding $\nu_{opt} = 16.6$. Using the ratio $(S_{2000}/S_{20})^{exp}$, $d_1$ was estimated to be $0.1315$, resulting in $\nu_{opt} = 12$.

Figures 7 and 8 show the experimental variance ratio and benefit as functions of $\nu$, derived from the large sample runs. The PRSD in these runs was $\sim 3\%$, except for the last three points (500, 1000, and 2000), for which 10% was achieved. The theoretical values clearly follow the experimental results. Both
TABLE III
Cross-Section Properties of Material A

<table>
<thead>
<tr>
<th>Group</th>
<th>$\Sigma_f$ (cm$^{-1}$)</th>
<th>$\Sigma_d/\Sigma_f$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>1.0</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0.67</td>
<td>0</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

$\nu = 12$ and $\nu = 17$ are well within a satisfactory optimal range. At the optimal $\nu = 15$, 2319 s was required to achieve 3%, a total of 534 s was used to obtain a near-optimum splitting value. However, after 282 s, we already had a reasonable value of $\nu = 23$. The starting point of 2000 was deliberately exaggerated. Also, the PRSD limit of 50% could probably be lifted so that a smaller batch could be used. Batch size should depend on the error in the bulk parameters and not on $D$. Still, in general, the batch size required to obtain optimization is an essential topic for future studies.

V.D. Problem 4

The fourth problem involves two-dimensional geometry with two splitting surfaces (Fig. 9). An isotropic point source emits particles into the upper semicircle, which has a 3-cm radius; the detector is the integrated flux in the region enclosed by the $S_d$ line and the circle circumference. Three energy groups are considered with cross-section properties shown in Table V.

The integrated flux is considered only over the upper two groups. Although analog Monte Carlo is used, $w_d \neq 1$ because the detector is not a leakage detector. A collision estimator is used for the flux, scoring $1/\Sigma_f$ at each collision point within the detector surface. Figure 10 displays very good agreement between the experimental values and the theoretical values of the variance ratio and benefit as a function of the splitting parameter. Here, $\nu$ was considered equal on both surfaces. The theoretical values of $d_1 = 0.1035$ and $d_2 = 0.2105$ were obtained by using three calculations of $r_s(2)$ and $r_s(8)$. Similar results were obtained for other pairs of values [for

![Fig. 7. Variance ratio versus splitting parameter.](image)

![Fig. 9. Two-surfaces splitting geometry.](image)
example, from $r_d(6)$ and $r_n(25)$, we derive $d_1 = 0.1057$ and $d_2 = 0.2449$. The P-S approximation also yields good results. For example, from $\nu = 8$, we obtain $P_2 = 0.04403, P_1 = 0.3210, P_d = 0.5191, \langle \omega_d \rangle = 0.9889$, and $\langle \omega_d^2 \rangle = 1.4529$, yielding

$$d_1 = \frac{P_2 p_d \langle \omega_d \rangle^2}{\langle \omega_d^2 \rangle} = 0.097$$

and

$$d_2 = \frac{P_d \langle \omega_d \rangle^2}{\langle \omega_d^2 \rangle} = 0.2223.$$ 

Obtaining the integrated flux $D = 5.816 \times 10^{-2} \pm 2.7\%$ required $30$ s at the optimum $\nu = 3$. In this case, near-optimum, which is $2 \leq \nu_{opt} \leq 5$, was achieved after $6$ s of calculation, using the P-S approximation and three small batches for the estimation of $P_1$ and $P_2$ ($1.01$ and $0.6453$).

The above numerical results are in no way intended as a demonstration of the ultimate practicality of the method and the algorithms, but rather as a simple preliminary numerical test.

VI. CONCLUSIONS

A statistical model was presented by which a direct statistical approach yielded an analytic expression for the second moment, the variance ratio, and the benefit function in a model of an $n$ surface-splitting Monte Carlo game.

In addition to the insight into the dependence of the second moment on the splitting parameters, the main importance of the expressions developed lies in their potential to become a basis for in-code optimization of splitting through a general algorithm. An approach to such an algorithm was briefly considered, consisting of a short run with some estimated splitting parameters. From this run, the bulk parameters can be derived and a first estimate of the optimum parameters can be reached using the P-S approximation and an estimated $\beta$. Then $n$ more batches follow, after each of which $\nu_{opt}$ may be

---

**TABLE V**

Cross Sections of Materials of Problem 4

<table>
<thead>
<tr>
<th>Group</th>
<th>$\Sigma_f$ (cm$^{-1}$)</th>
<th>$\Sigma_i/\Sigma_f$</th>
<th>Into Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.0</td>
<td>---</td>
</tr>
</tbody>
</table>

---

Fig. 10. (a) Variance ratio and (b) benefit versus splitting parameter.
updated and used for the next run. After \( n + 1 \) batches, the \( d_i \)'s and \( g_i \)'s can be estimated and used for the final estimate of \( \nu_{opt} \).

Many questions remain for further investigation and generalization. It is essential to reach a near-optimum value for any in-code algorithm long before a target error is obtained for the selected response. Such a property seems difficult to prove generally, and the algorithm must be tested on a large spectrum of problems using some general multipurpose code before any final conclusions are drawn.

The knowledge of the \( d_i \)'s and \( g_i \)'s [specifically \( B_n(\nu) \)] may not be enough because if one assumes no limitation on the \( \nu_i \)'s, a problem of finding the minimum of a multivariable function arises. Assuming that all the \( \nu_i \)'s are equal will reduce the problem, but may yield only a local optimum. This general question deserves further consideration in an attempt to further illuminate the general properties of the benefit function. Furthermore, optimization can be considered with respect to the location and number of the splitting surfaces. This is a more difficult question in this model because the benefit is not an explicit function of these parameters. As mentioned earlier, an important extension of this model occurs when particles reach the detector by different routes and by crossing different splitting surfaces. Weight-dependent biasing methods as well as the possibility of \((n,2n)\) and fission should be studied.
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